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The following updates have been made to this guide for High Ailailab DocAve 6 Service Pack 7,
Cumulative Update 1:

1 Added instructions for adding multiple standby farms into High Availability group when
you create a Standby farm mode High Availability group using AlwaysOn Availability

Group sync method. For detaitefer to Using Wizard Mode to Create a Standby Farm
Mode High Availabilit¢sroup

1 Updated theMaintenanceFailover
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About DocAve High Availability

DocAve High Availability is a eseitch disaster recovery and maintenance solution for Microsoft

Windows SharePoint Services and Microsoft SharePoint Server. It enables SQL database replication to a
standby environment in order to minimize the perceiveamirchtime for users, or allows you to leverage

SQL alias to replicate databases within the same farm to separate SQL instance. As of DocAve 6 Service

Pack 4 or later, High Availability supports the SharePoint 2010, SharePoint 2013, and SharePoint 2016
environments.
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Submitting Documentation Feedback to AvePoint

AvePoint encourages customers to provide feedback regarding our product documentation. You can
Submit YouFeedbaclon our website.
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http://www.avepoint.com/resources/documentation-feedback?flush=1

Before You Begin

Refer to the sections for system and farm requirements that must be in place prior to installing and
using DocAve High Availability.

Configuration

In order to use DocAve High Availability, the DocAve 6 platform must be installed and configured
properly on your farm. High Availability will not function without DocAve 6 present on the farm.

l gSt2Ay0Qa ¢SadAy3a t2ftA0é YR 9V

Supported 8ftware Environments

AvePoint is committed to testing against all major versions and service packs of SharePoint as well as the
latest versions of Windows Server and SQL Server, as Microsoft announces support and compatibility.

*Note: AvePoint does not reemnmend or support installing DocAve on client operating systems.

Supported Hardware

AvePoint is committed to maintaining a hardware agnostic platform to ensure that DocAve operates on
common Windows file sharing and virtualization platforms. To ensureRbaAve is hardware agnostic,
AvePoint tests hardware that is intended to support SharePoint and DocAve infrastructure, storage

targets, and hardwar® 8 SR o6 O1 dzlJ YR NBO2@SNER az2fdziAzyasz | a
AvePoint directly integratewith the following platforms: any Net Share, IBM Storwize Family, FTP,

Amazon S3, AT&T Synaptic, Dropbox, Box, Caringo Storage, Del DX Storage, EMC Centra, HDS Hitachi
Content Platform, Rackspace Cloud Files, TSM, Network File System, and Windowtfagee S

All other hardware platforms that support UNC addressable storage devices are supported.

*Note: Due to changes in the IBM Tivoli Storage Manager API, DocAve 6 Service Pack 6 and later
versions require that TSM Client version 7.1.2 is installed on the Control Service and Media Service
servers.

*Note: Most of the hardware partnerships referenced inglguide are intended to make use of
advanced functionality (such as snapshot mirroring, BLOB snapshots, indexiAgriorggorage,

WORM storage, etc.), and are not indications that any changes to the product are required for basic
support. In most casehardware can be supported with no change to the product.
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Supported Backup and Recovery

DocAve supports BLOB backup storage according to the list of hardware platforms above. BLOB
snhapshot functionally, however, is currently only supporteddiM versions and NetApp hardware.

DocAve supports SQL content and Application database backups via the SharePoint Volume Shadow
Copy Service (VSS) on all Windows and SQL server platforms listed above. DocAve also supports
snapshotbased SharePoint VSS dhtardware listed above where the hardware partner has certified
support with Microsoft.

DocAve supports application and configuration server backups for all the supported software
environments listed above. DocAve 6 SP5 supports VM backup via-¥yfdwWare for the following
operating systems: Windows Server 2008 R2, Windows Server 2012, Windows Server 2012 R2, and
Microsoft HypegV Server 2012 R2.

Notable Environment Exceptions

The following are notable exceptions to the supported DocAve environments. The following represent
environment level support information, not feature level support. Feature level support, specific to each
feature, is described throughout this guide whegpéicable.

9 High Availability only supports storing Connector BLOB data in Net Share or NFS devices
0S0OFdzaS 2F + tAYAGlIGA2Y -levdlmetkod? 6 KSNJ RSOAOSaC
Agents

DocAve Agents are responsible for running DocAve jobs and interactintheii8harePoint object
model. DocAve Agent must be installed on all of the servers in the SharePoint farm. For instructions on
installing the DocAve Platform, DocAve Manager, and DocAve AgeniBosAee 6 Installation Guide

Required Permissions

To install and use High Availability properly, refer to the following sections for detailed information.

Common Permissions Required for All of the Foyn&Methods
Agent account configured on the SharePoint servers that are included in the Agent group:
1. Local SysterRermissions:
1 Member of theAdministrator localgroup
2. SharePoinPermissions:

1 Member of Farm Administratorgroup
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9 Full Control permission to the User Profile Sendipplication

3. SQL Permissions: These permissions must be manually configured prior to using DocAve 6 High
Availability.

1 Database Role afb_ownerfor SharePoint configuration database, and Central
Administration contentlatabase

1 Database Role ab_ownerfor all of the databases that you want to perform High
Availability jobson

9 Database permission &fiew server statedo SQlServer

9 Database role oflb_ownerfor the master database or théiew AnyDefinition
permission to the SQL Server

1 Server role otibcreatoror the Alter Any Databasgermission oView AnyDefinition
permission to the SQL Server

9 Server Role gfublicto SQLServer
9 Control Serveto the destination SQibhstance

9 Server role obecurityadminto the destination SQ&erver

Agent account configured on the SQL Server:

1. Local SysterRermissions:
1 Member of theAdministratorsgroup
2. SQL Servdrermissions:
i Database Role ab_ownerfor SQL Server mastgatabase

1 Database Role afb_ownerfor all of the databases you want to perform High
Availability jobon

9 Server Role adbcreatorandsecurityadminto SQLServer

*Note: The Agent account configured on SQLv&emust also have thgysadminserver
role on the standby SQL Server for the following reasons:

o If you want to perform the High Availability of Standby farm mode for Business
Data Connectivity Service, Managed Metadata Service, or Search Service
Application, this permission is required so that the Agent account configured on
the SharePoint server thas included in the Agent group can be granted the
db_ownerrole to the standby databases of those sendpglications.

o If you want to perform the High Availability of Standby farm mode for a Web
application, this permission is required so that the aggdiion pool user can be
granted thedb_ownerrole to the standbylatabase.

SQL Server Service account configured on the SQL Server:
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The SQL Server Service account configured on the SQL Server must have the following permissions:

1 ReadandWrite permissions to the Temporary Buffer, which is configure@antrol
Panel>Agent Monitor >Configure

1 ReadandWrite permissions to the directory 0f\ AvePointDocAvebAgentJobs

VSS Writer account configured on the SQL Server:

The VSS Writer account configured on the SQL Server musReadand Writer permissions to the
database file location (including the path in file share).

SharePoint 2013/SharePoint 2016 application pool account configured on the SQL Server:

For Share®int 2013 and SharePoint 2016, the standby application pool account must exist in the
standby SQL Server and have the ownerrole for the production database. You can also grant the
application pool account the server role ©yfsadminin the standby SQ&erver.

Service application pool account configured on the SharePoint Server:

If the High Availability group includes the PowerPoint Service Application, the service application pool
account configured on the SharePoint server must havé/hiée permisson to the
C\ProgramDataMicrosoft SharePoindirectory in the SharePoint server for storing the temporary file

of the Conversion job.

Agent account configured on the SharePoint Server to start the
SP2010StorageOptimizationService.exe process or SP2048f&0ptimizationService.exe process

If you are about to synchronize the content database with BLOB data and related stub database

together to the standby farm with readnly view enabled, make sure the Agent account to start the
SP2010StorageOptimizationBece.exeprocess 0iSP2013StorageOptimizationService.gx@cess on

the SharePoint server has sufficient permissions in the following scenarios before performing the
synchronization job.

1 If the Agent account in the standby farm is a different user in the same domain as the
Agent account in the production farm, the Agent account in the standby farm must have
the db_ownerrole in the production stub database, in order to make sure the stgndb
stub files argeadable.

1 If the Agent account in the standby farm is in a different domain as the Agent account of
the production farm, it is recommended making the domain in the production farm
trusted by the domain in the standby farm and granting Agent account in the
standby farm thedb_ownerrole in the production stub database. Otherwise, the Agent
account in the standby farm must have thgsadminrole to the standby SQL instance,
in order to make sure the standby stub files exzadable.

DocAve 6: High Availabil




Required Permissions for SQL Mirroring Method

Note that* indicates a permission specifically required for SQL Mirroring.
Agent accouhconfigured on the SharePoint servers that are included in the Agent group:

1. Local SysterRermissions:
1 Member of theAdministrator localgroup
2. SharePoinPermissions:
1 Member ofFarm Administratorggroup
9 Full Control permission to the User Profile Sendipplication

3. SQL Permissions: These permissions must be manually configured prior to using DocAve 6 High
Availability; they are not automaticalpnfigured.

1 Database Role aib_ownerfor SharePoint configuration database, and Central
Administration contentlatabase

9 Database Role afb_ownerfor all of the databases that you want to perform High
Availability jobon

1 Database permission dfiew server state¢o SQlServer

9 Database role oflb_ownerfor the master database or théiew AnyDefinition
permission o the SQL Server

91 Control Serveto the destination SQbhstance
1 Server Role gfublicto SQLServer

1 Server role otecurityadminto the destination SQL Server. Note that this permission is
required for provisioning Managed Metadata Service in the staffaliny.

91 Server role ofibcreatoror the Alter Any Databas@ermission oView AnyDefinition
permission to the SQL Server

Agent account configured on the SQL Server:

1. Local SysterRermissions:
1 Member of theAdministratorsgroup
2. SQL Servdtermissions:
i Database Role ab_ownerfor SQL Server mastéatabase

1 Database Role aib_ownerfor all of the databases you want to perform the High
Availability jobon.

9 Server Role adbcreatorandsecurityadminto SQLServer

1 *Permissions ofreate EndpoinandAlter Loginto SQLServer
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1 Server Role ddysadminto the destination SQ&erver.

SQL Server Service account configured on the SQL Server:
The SQL Server Service account configured on the SQL Server must have the following permissions:

1 Rea andWrite permissions to th& emporary Buffey which is configured i€ontrol
Panel>Agent Monitor > Configure High Availability uses the Agent Temporary Buffer
location to store the SQLite database file, which is used for Connector physical device

mapping.
1 ReadandWrite permissions to the directory of\AvePointDocAvebAgentJobs
1 *ReadandWrite permissions tdhe sparse fildocation

*Note: If the spare file location is in File Share, the SQL Server Service account must be a
member of the locahdministratorsor Backup Operators

VSS Writer account configured on the SQL Server:

The VSS Writer account configured on the SQL Server musRleadand Writer permissions to the
database file location (including the path in file share).

SharePoint 2013/SharePoint 2016 application pool account configured on the SQL Server:

For Share®&int 2013 and SharePoint 2016, you must ensure that the standby application pool account
exists in the standby SQL Server and havalthewnerrole to the production database, or you can
grant the application pool account the server rolesgsadminin the standby SQL Server.

Service application pool account configured on the SharePoint Server:

If the High Availability group includes the PowerPoint Service Application, the service application pool
account configured on the SharePoint server must haed/thite permission to the
C\ProgramDat&Microsoft SharePoindirectory in the SharePoint server for storing the temporary file

of the Conversion job.

Agent account configured on the SharePoint Server to start the
SP2010StorageOptimizationService.exe pess or SP2013StorageOptimizationService.exe process

If you are about to synchronize the content database with BLOB data and related stub database
together to the standby farm with readnly view enabled, make sure the Agent account to start the
SP2010St@geOptimizationService.exprocess oiSP2013StorageOptimizationService.gx®cess on
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the SharePoint server has sufficient permissions in the following scenarios before performing the
synchronization job.

9 If the Agent account in the standby farm is a different user in the same domain as the
Agent account in the production farm, the Agent account in the standby farm must have
the db_ownerrole in the production stub database, in order to make sure the stgndb
stub files argeadable.

9 If the Agent account in the standby farm is in a different domain as the Agent account of
the production farm, it is recommended making the domain in the production farm
trusted by the domain in the standby farm and granting &gent account in the
standby farm thedb_ownerrole in the production stub database. Otherwise, the Agent
account in the standby farm must have thgsadminrole to the standby SQL instance,
in order to make sure the standby stub files exadable.

Requred Permissions for AlwaysOn Availability Group Method

Note that* indicates a permission specifically required for AlwaysOn Availability Group method.
Agent account configured on the SharePoint servers that are included in the Agent group.

1. Local SysterRermissions:
1 Member of theAdministrator localgroup
2. SharePoinPermissions:
1 Member ofFarm Administratorggroup
1 Full Control permission to the User Profile Sendpplication

3. SQL Permissions: These permissions must be manually configured prior to using DocAve 6 High
Availability; they are not automaticaltpnfigured.

9 Database Role aib_ownerfor SharePoint configuration database, and Central
Administration contentlatabase

1 Daabase Role afib_ownerfor all of the databases that you want to perform High
Availability jobson

1 Database permission dfiew server statedo SQlServer
1 Database Permission ¥iew Any Definitionto SQLServer

91 Server role ofibcreatoror the Alter Any Databas@ermission oView AnyDefinition
permission to the SQL Server

1 Server Role gfublicto SQLServer
9 Control Serveto the destination SQihstance

9 Server role obecurityadminto the destination SQ&erver
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*Note: This permision is only required for provisioning Managed Metadata Service in
the standby farm.

Agent account configured on the SQL Server:

1. Local SysterRermissions:
1 Member of theAdministratorsgroup
2. SQL Serve?ermissions:
1 Database Role ab_ownerfor SQL Server masteatabase

9 Database Role aib_ownerfor all of the databases you want to perform the High
Availability jobon

i Database Role abcreatorandsecurityadminto SQLServer
1 * Database Permission ®¥iew Server Statéo the SQIServer
1 * Database Permission éiter Availability Groupto the SQIServer
*Note: The Agent account configured on SQL Server must also hasgsheminserver

role on the standby SQL Server for the following reasons:

o If you want to perform the High Availability 8tandby farm mode for Business
Data Connectivity Service, Managed Metadata Service, or Search Service
Application, this permission is required so that the Agent account configured on
the SharePoint server that is included in the Agent group can be grémeed
db_ownerrole to the standby databases of those sendpglications.

o If you want to perform the High Availability of Standby farm mode for a Web
application, this permission is required so that the application pool user can be
granted thedb_ownerrole to the standbyatabase.

SQL Server Service account configured on the SQL Server:

The SQL Server Service account configured on the SQL Server muReadaed Write permissions to
the Temporary Bufferconfigured inControl Paneb Agent Monitor > Configure,and Readand Write
permissions to the directory of\AvePointDocAvebAgenitJobs

High Availability uses the Agent Temporary Buffer location to store the SQLite database file, which is
used for Connector physical device mapping.

VSS Writer account configured on the SQL Server:
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The VSS Writer account configured on the SQL Server musRleadand Writer permissions to the
database file location (including the path in file share).

SharePoint 2013/SharePoint 2016 dpgation pool account configured on the SQL Server:

For SharePoint 2013 and SharePoint 2016, you must ensure that the standby application pool account
exists in the standby SQL Server and havealthewnerrole to the production database, or you can
grantthe application pool account the server rolesyfsadminin the standby SQL Server.

Service application pool account configured on the SharePoint Server:

If the High Availability group includes the PowerPoint Service Application, the service application pool
account configured on the SharePoint server must haveihige permission to the
C\ProgramDataMicrosoft SharePointlirectory in the SharePoint senvéor storing the temporary file

of the Conversion job.

Agent account configured on the SharePoint Server to start the
SP2010StorageOptimizationService.exe process or SP2013StorageOptimizationService.exe process

If you are about to synchronize the contatatabase with BLOB data and related stub database
together to the standby farm with readnly view enabled, make sure the Agent account to start the
SP2010StorageOptimizationService.gx@cess 0iSP2013StorageOptimizationService.gx®cess on
the Shar®oint server has sufficient permissions in the following scenarios before performing the
synchronization job.

1 If the Agent account in the standby farm is a different user in the same domain as the
Agent account in the production farm, the Agent accourthim standby farm must have
the db_ownerrole in the production stub database, in order to make sure the standby
stub files argeadable.

1 If the Agent account in the standby farm is in a different domain as the Agent account of
the production farm, it is reommended making the domain in the production farm
trusted by the domain in the standby farm and granting the Agent account in the
standby farm thedb_ownerrole in the production stub database. Otherwise, the Agent
account in the standby farm must haveetiysadminrole to the standby SQL instance,
in order to make sure the standby stub files ezadable.
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Required Permissions for Log Shipping Method

Note that* indicates a permission specifically required for Log Shipping method.

*Note: If you are going to use the Log Shipping method to synchronize databases in an AlwaysOn
Availability group, the required permissions for AlwaysOn Availability Group method must be met as
well.

Agent account configured on SharePoint servers that are includethe Agent group:

1. Local SysterRermissions:

1 Member of theAdministrator group
2. SharePoinPermissions:

1 Member ofFarm Administratorgyroup

1 Full Control permission to the User Profile Sendpplication
3. SQlPermissions:

9 Database Role afb_ownerfor SharePoint configuration database, and Central
Administration contentlatabase

1 Database Role aib_ownerfor all of the databases that you want to perform High
Availability jobon

1 Server Role gfublicto SQLServer
91 Database permission dfiew serverstate to SQlServer

i Database Role alb_ownerfor the master database or theéiew AnyDefinition
permission to the SQL Server

1 Server role otibcreatoror the Alter Any Databasgermission oView AnyDefinition
permission to the SQL Server

1 Permission o€mtrol Serverto the destination SQ&erver

9 Server role obecurityadminto the destination SQ&erver.

*Note: This permission is only required for provisioning Managed Metadata Service in
the standby farm.

Agent account configured on the SQL Server:

1. Local SysterRermissions:
1 Member of theAdministratorsgroup
2. SQL Servdtermissions:

9 Database Role aib_ownerfor SQL Server masteatabase
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1 Database Role aib_ownerfor all of the databases you want to perform the High
Availability jobson

1 Server Role ddbcreator, *processadminsecurityadminto SQlServer
i * Control Serveto the destination SQinstance

*Note: The Agent account configured on SQL Server must also hasgshe@minserver
role on the standby SQL Server for the following reasons:

o If you want to perform the High Availability of Standby farm mode for Business
Data Connectivity Service, Managed Metadata Service, or Search Service
Application, this permission is required that the Agent account configured on
the SharePoint server that is included in the Agent group can be granted the
db_ownerrole to the standby databases of those senapglications.

o If you want to perform the High Availability of Standby farm modeaféveb
application, this permission is required so that the application pool user can be
granted thedb_ownerrole to the standbylatabase.

SQL Server Service account configured on the SQL Server:

The SQL Server Service account configured on the SQL Server muRehdsad Write permissions to
the Temporary Buffer which is configured i€ontrol Panel Agent Monitor > Configure andReadand
Write permissions to the directory of\AvePointDocAvé\AgentJobs

VSS Writer account configured on the SQL Server:

The VSS Writer account configured on the SQL Server musRleadand Writer permissions to the
database file location (including the path in file share).

SharePoint 2013/SharePoint 20Hpplication pool account configured on the SQL Server:

For SharePoint 2013 and SharePoint 2016, you must ensure that the standby application pool account
exists in the standby SQL Server and havalthewnerrole to the production database, or you can
grant the application pool account the server rolesggadminin the standby SQL Server.

Service application pool account configured on the SharePoaint Server:

If the High Availability group includes the PoReint Service Application, the service application pool
account configured on the SharePoint server must havé/hige permission to the
C\ProgramDataMicrosoft SharePointlirectory in the SharePoint server for storing the temporary file
of the Conversino job.
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Agent account configured on the SharePoint Server to start the
SP2010StorageOptimizationService.exe process or SP2013StorageOptimizationService.exe process

If you are about to synchronize the content database with BLOB data and retatedatabase
together to the standby farm with readnly view enabled, make sure the Agent account to start the
SP2010StorageOptimizationService.gx@cess 0ISP2013StorageOptimizationService.gx@cess on
the SharePoint server has sufficient permissian the following scenarios before performing the
synchronization job.

1 If the Agent account in the standby farm is a different user in the same domain as the
Agent account in the production farm, the Agent account in the standby farm must have
the db_owner role in the production stub database, in order to make sure the standby
stub files aregeadable.

9 If the Agent account in the standby farm is in a different domain as the Agent account of
the production farm, it is recommended making the domain in thedpiction farm
trusted by the domain in the standby farm and granting the Agent account in the
standby farm thedb_ownerrole in the production stub database. Otherwise, the Agent
account in the standby farm must have thgsadminrole to the standby SQLstance,
in order to make sure the standby stub files ezadable.
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Required Permissions for Platform Backup Log Shipping

Note that* indicates a permission specifically required for Platform Backup Log Shipping method.
Agent account configured on SharePoint servers that are included in the Agent group.

1. Local SysterRermissions:

1 Member of theAdministrator group
2. SharePoinPermissions:

1 Member ofFarm Administratorggroup

9 Full Control permission to the User Profile Sendipplication
3. SQlPermissions:

1 Database Role aib_ownerfor SharePoint configuration database, and Central
Administration contentlatabase

1 Database Role afb_ownerfor all of the databases that you want to perform High
Availability jobon

1 Server Role gfublicto SQLServer
9 Database permission &fiew server statdo SQlServer

i Database Role alb_ownerfor the master database or théiew AnyDefinition
permission b the SQL Server

1 Server role otibcreatoror the Alter Any Databasgermission oView AnyDefinition
permission to the SQL Server

9 Control Serveto the destination SQ&erver
9 Server role okecurityadminto the destination SQ&erver

*Note: This permissiois only required for provisioning Managed Metadata Service in
the standby farm.

Agent account configured on the SQL Server:

1. Local SysterRermissions:
1 Member of theAdministratorsgroup
2. SQL Servdtermissions:
1 Database Role afb_ownerfor SQL Server masteatabase

1 Database Role aib_ownerfor all of the databases you want to perform the High
Availability jobon

1 Server Role dadbcreator, *processadminsecurityadminto SQlServer
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1 *TheControl Servepermission in the ddésation SQlinstance

*Note: The Agent account configured on SQL Server must also hasgsh@minserver
role on the standby SQL Server for the following reasons:

o If you want to perform the High Availability of Standby farm mode for Business
Data Connedtity Service, Managed Metadata Service, or Search Service
Application, this permission is required so that the Agent account configured on
the SharePoint server that is included in the Agent group can be granted the
db_ownerrole to the standby databasex those servicapplications.

o If you want to perform the High Availability of Standby farm mode for a Web
application, this permission is required so that the application pool user can be
granted thedb_ownerrole to the standbylatabase.

SQL Server Service account configured on the SQL Server:

The SQL Server Service account configured on the SQL Server muRehdsrad Write permissions to
the Temporary Buffer which is configured i€ontrol Panel Agent Monitor > Configure andReadand
Write permissions to the directory of\AvePointDocAvebAgentJobs

VSS Writer account configured on the SQL Server:

The VSS Writer account configured on the SQL Server musReadand Writer permissions to the
database file location (includirthe path in file share).

SharePoint 2013/SharePoint 2016 application pool account configured on the SQL Server:

For SharePoint 2013 and SharePoint 2016, the standby application pool account must exist in the
standby SQL Server and have e ownerrole for the production database. You can also grant the
application pool account the server role yfsadminin the standby SQL Server.

Service application pool account configured on the SharePoint Server:

If the High Availability group includes the PowerPoint Service Application, the service application pool
account configured on the SharePoint server must havé/hiée permission to the
C\ProgramDataMicrosoft SharePointlirectory in the SharePoint senvéor storing the temporary file

of the Conversion job.
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Agent account configured on the SharePoint Server to start the
SP2010StorageOptimizationService.exe process, SP2013StorageOptimizationService.exe, or
SP2016StorageOptimizationService.exe process

If you are about to synchronize the content database withBd&a and related stub database

together to the standby farm with readnly view enabled, make sure the Agent account to start the
SP2010StorageOptimizationService.gx@cess SP2013StorageOptimizationService.g@cess, or
SP2016StorageOptimizationSére.exeprocess on the SharePoint server has sufficient permissions in
the following scenarios before performing the synchronization job.

1 If the Agent account in the standby farm is a different user in the same domain as the
Agent account in the production farm, the Agent account in the standby farm must have
the db_ownerrole in the production stub database, in order to make sure the stgndb
stub files argeadable.

1 If the Agent account in the standby farm is in a different domain as the Agent account of
the production farm, it is recommended making the domain in the production farm
trusted by the domain in the standby farm and granting &gent account in the
standby farm thedb_ownerrole in the production stub database. Otherwise, the Agent
account in the standby farm must have thgsadminrole to the standby SQL instance,
in order to make sure the standby stub files ezadable.

DocAve 6: High Availabil



Getting Started

Refer to the sections below for important information on getting started with High Availability. Throttle
Control, SQL Instance Settings, and Custom Actions are all optional settings in the Group Manager
interface, but it isstrongly recommended that you prepare these settings before creating a High
Availability group.

Launching High Availability

To launch High Availability and access its functionality, follow the instructions below.

1.

Log in to DocAve. If you are alreadyhie software, click th®ocAvetab. TheDocAvetab

displays all modules on the left side of thimdow.

ClickData Protectionto view the Data Protectiomodules.

ClickHigh Availabilityto launch thismodule.

High Availability > Group Manager

A User:admin - | B~

I3 ) Migration

Backup & rgsto
@ Data Protection
Protect & rkcovE&™your

ﬁ Administration
I_—rf{ Compliance
.| ) Report Center

[ &) Storage Optimization

A Control Panel
[] 30b Monitor

[5 Plan Group

[ Health Analyzer

Log Out

hardPoint objects.

SharePoint platform.

Analyze & restoreSQL Server data.

Minimize the downtime of SharePoint in case of a disaster.

Back up & restore virtual machines.

@ Granular Backup & Restore

Granular Backup and Restore is a fast, flexible, and
intelligent backup solution for Microsoft SharePoint. It
provides full fidelity backup and recovery for a SharePoint
environment, from a single item to all of the Web
applications with properties from item-level to site

collection- level, while maintaining all metadata, securities,

and version histories.

‘ﬁ Platform Backup & Restore

£ platform Backup and Restore is a farm-level recovery
solution which enables SharePoint administrators to back
up and restore all of the contents, customizations,
solutions, and features, as well as back-end SQL
databases, configurations, search index files, BLOBs, Web
Front-End IIS settings, file system resources, and custom
application databases. It allows for restore of an entire
platform, individual SharePoint environment components,
or the granular contents of the content database.

SQL Server Data Manager

SQL Server Data Manager is a recovery solution that
provides full fidelity recovery of SharePoint content from
SQL backup files, VHD/VHDX files, and content databaef

SJ High Availability
{ High Availability is a one-switch disaster recovery sol
for Microsoft SharePoint. It enables SQL database
replication to a standby environment in order to minimize
downtime, or allows you to leverage SQL alias to replicate

databases within the same farm to separate SQL instances.

I-—[__E;‘ VM Backup & Restore

VM Backup & Restore is a recovery solution that provides
full recovery of VM backup data as well as the separate
recovery of VM file backup data.

Granular Backup & Restore
Platform Backup & Restore
SQL Server Data Manager
High Availability

VM Backup & Restore

High Availability

Dashboard

View the status of all High Availability groups
and perform pre-scan analysis, synchronization,
failover, or fallback.

Group Manager

Create, view, edit or delete High Availability
groups in Group Manager.

=

e

If you are on a slow connection, please try basic view. This view will apply globally across all navigation pages for "admin". — ‘

Figure 1: DocAve launch window.
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User Interface Overview

After clickingHigh Availability the High Availability user interface launches with H@metab active.

High Availability = Group Manager £ User: admin ~ %-

Home Group Manager

Landing Page Dashboard 1

View

w What are these High Availability Actions?

Pre-Scan Create a Group in Wizard Mode

. T Create a Group in Form Mode
Scan the environment for requirements that need to be met before running a synchronization job.

Synchronization 2

Synchronize the data from a production environment to the disaster recovery environment.

Failover

Switch to a standby disaster recovery environment upon the failure or abnormal termination of the
production environment.

Fallback

Revert back to the production server when the production server is recovered.

Test Failover

Test if the standby environment is ready for Failover. A read-only standby environment will be provided
after Test Failover is complete,

Stop Test Failover

Cancel the Test Failover.

Maintenance Failover

Switch to a standby environment during the maintenance of the production farm.

Maintenance Fallback

Revert back to the production farm when the maintenance is finished.

Figure 2: High Availability user interface.

1. Theribbon shows the available actions for Higtailability.
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2.

The workspaceshows explanations and the content that is used during the configuration of
actions performed in DocAve Higlvailability.

Navigating DocAve

DocAve mimics the look and feel of many Windows products, making for an intuitive and familiar
workingenvironment. While there are many windows, pap displays, and messages within DocAve
products, they share similar features and are navigated in the same ways.

Below is a sample window in DocAve. It features a familiar, dynamic ribbon, and a searchateliet

list view.
A A BE High Availability > Group Manager £ Useriadmin - -
Home Group Manager | 1
| o 4 ] ™ e
i3} e b 2
Create Throftle Control  SQL Instance  Custom Action Cache Setfing  Job Monitor
- Settings
Manage Settings Statistics
3 8 | @ Search all pages (@ Search current page PI
° 4 5
= Group Name Description Production Farm |T| El High Availability Mode Sync Method Failover Method L
= 4000 Farm(EN145QLP0469:SHAREPOINT _CONFIG) Standby Farm Log Shipping N/A 2]
‘ m
0 of 1 selected Show rows Go to of 1

Figure 3: Navigating DocAve.

1.

o o

Ribbon Tabs Allows users to navigate to the DocAve Welcome page and within the active
module.

Ribbon Paneg Allows users to access the functionality of the active Doododule.

Manage column®) ¢ Allows users to manage which columns are displayed in the list. Click the
manage column®) button, and then select the checkbox next to the column name in the
drop-down list.

Filter the columrkl__l") ¢ Allows users to filter the information in the List View. Click the filter the
cqumnkl:I") button next to the column and then select the checkbox next to the coluanme.
Hide the column@ q Allows users to hide the selectedlumn.

Searchg Allows sers to search the List View pane for a keyword or phrase. Y@elent

Search all pagesr Search current page define the search scope.
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*Note: The search function is not case sensitive.
7. Management Pane Displays the actionable contenf the DocAvenodule.
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About Throttle Control

Throttle Control ensures that jobs do not cause a noticeable degradation in network performance when
running High Availability jobs. Throttle Control sets boundaries and limitations on jobs, which can help
manage bandvidth for your networks.

*Note: The Fatform Backup Log Shipping sync method does not support throttle control settings.

Configuring a Throttle Control Profile

To access the Throttle Control interface, select@reup Managetab. On theGroup Managetab,
selectThrottle Controlon the rilbon.

To create a new Throttle Control profile, sel€@reateon the ribbon. To modify a previously configured
Throttle Control profile, select the Throttle Control profile, and then sefliton the ribbon.

1. Profile Nameg Enter a profile name and the description for the Throttle Congrofile.

2. Run Duringg Configure the job data transfer rate during working hours and-wonking hours,
respectively. Enter a positive integer into the text box and séd@&Secondr MB/Second
from the dropdownmenu.

3. Define Work Schedule Define the working schedule of the Throttle Control profilegrking
hoursandWorkingdays

4. SelectSaveto save the configurations and return to the Throttle Control interfacegtact
Cancelo return to the Throttle Control interface without saving any changes.

Managing Throttle Control Profiles

To access the Throttle Control interface, select@reup Managetab. On theGroup Managetab,
selectThrottle Controlon the ribbon.

TheThrottle Controlinterface displays all of the Throttle Control profiles that you have previously
created.

In this interface, you can change the number of Throttle Control profiles displayed per page and the
order in which they are displayed. To change tiluenber of Throttle Control profiles displayed per page,
select the desired number from tifgéhow rowsdrop-down menu in the lower righhand corner.

Customize how these Throttle Control profiles are displayed in a number of different way. You can
perform the following actions in th&hrottle Controlinterface:

1 Createg ClickCreateon the ribbon to create a new Throttle Control profile. For details
on creating a new Throttle Control profiles, referGonfiguring a Throttle ®drol
Profile
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9 Editg ClickEditon the ribbon to change the configurations for the selected Throttle
Control profile. For details on editing configurations for Throttle Control profile, refer to
Configuring a Throttle ContrBrofile

9 View Detailsg Select a Throttle Control profile, and then chidlew Detailson the
ribbon to view the detailed information about the settings on the selected profile. You
can clickediton the View Detailsinterface to edit the profilsettings.

1 Deletec ClickDeleteon the ribbon. A confirmation window will pop up and ask whether
you are sure that you want to proceed with the deletion. Clidkto delete the selected
Throttle Control pofile, or clickCanceko return to theThrottle Controlinterface
without deleting the selected Throttle Control profiles. If the Throttle Control profile is
currently being used by a High Availability group, the Throttle Control profile cannot be
deleted
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Configuring a Master Key Password for SQL Instance

Using theSQL Instance Settingsature, you can configure a master key password for your SQL Server
instance. If you do not configure the SQL Instance Settings, a default master key password will be
automatically generated when creating endpoint with certificate for building mirroratationship in

the SQL Mirroring High Availability job, or performing synchronization for databases encrypted by
Transparent Data Encryption (TDE).

*Note: The SQL Instance Settings configured for a SQL Instance can only be modified but deleted after
beingconfigured.

To configure theSQL Instance Settingsomplete the following steps:

1. To access th8QL Instance Settingsterface, select th&roup Managetab, and then select
the SQL Instance Settindmitton on the ribbon. Th&QL Instance Settingsterfaceappears.

2. Select an Agent from th8QL Agentirop-R2 gy f Aad e ' ff 2F (GKS asStSoas
displayed in theable.

Alternatively, you can use the search function on the-teft of the SQL instance table to search
the SQL instance.

3. Under theEditcolumn across the SQL instance row, dliokfigureto configure the SQL
instancesettings.

4. In theEditpage, enter the master key password for this SQL instance intbl&ster Key
Passwordext box. The master key password you enter museibthe Windows password
policy requirements of the server that is running Sekver.

5. Optionally, you can configure the location for storing the data files and log files of the SQL
instance separately. By default, the default database locations for datdogs of this SQL
instance idoaded.

*Note: To configure the location for the SQL Cluster, make sure to enter the available shared
disk path of your SQL Cluster environment.

6. SelectSaveto savethe configurationsyou havemadeandgobackto the SQLUnstanceSettings
interface. SelecCancelto go back without saving any changes.
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About Custom Actions

The Custom Action feature, in conjunction with the command profile and script profile, executes the
predefined scripts to execute the useustomized actions before or after a Synchronization, Failover, or
Fallback.

Configuring a Script Profile

Script Profile allows users to select the script files in BAT, PS1, or EXE format from the Manager or Agent
server and execute the scripts in the customized operation timing.

To configure a script profile, complete the steps below:

1. IntheGroup Managetab, clickCustom Actioron ribbon. In theCustom Actiorinterface, click
the Script Profiletab, and then cliciCreateto create a scripprofile.

2. In the popup window, enter the profile name and an optional description to Suzipt Profile
Namefield.

3. Opeation Timingg Select when to execute this script from the drdpwnlist.

1 Before Synchronizatiorg The script will be executed before starting the
Synchronization.

1 After Synchronizatiorg The script will be executed after the synchronizatidimished.
1 Before Failovex The script will be executed before starting thailover.

1 After Failoverg The script will be executed after the Failovdingshed.

91 Before Fallback The script will be executed before starting fhalback.

1 After Fallback; The script will be executed after the Fallbacknished.

4. Script Type;SelectManager Scripto select and execute a script on the server where the
Manager resides. Seledgent Scripto specify an Agent and select a script file to exeoutthe
selected Agent. If you select Agent Script, you are required to select an Agent from the drop
down list.

5. Script Fileg ForManager Scriptall of the script files (.bat, .ps1, .exe) storethin
X\AvePointDocAvebtManagei Control Config HighAvailabilityScrpts directory on the
Manager server will be loaded. Fagent Script all of the script files (.bat, .psl, .exe) stored in
the X\AvePointDocAvebAgent data\HighAvailabilityScriptdirectory on the selected Agent
server will be loaded. Select the scriji¢ ffrom the dropdown list.

6. ClickSaveto save the configured script profile. Cliclncelo return to the script profile
managingnterface.

DocAve 6: High Availabil



Managing Script Profiles

You can manage created script profiles via@hetom Actiorwindow. In theGroup Managetab, click
Custom Actionin the Settingsgroup. TheCustom Actiorinterface appears. All of the previoustyeated
Command Profilesre displayed in the main display pane. C8ckipt Profiletab on the ribbon to
display all of the created script profiles.

In this interface, you can change the number of script profiles displayed per page. To change the number
of the script profiles displayed per page, select the desired number frorsiiosv rows drop-down

menu in the lower rightvand corner. To sort the script profiles, click the column heading suBhofite

Name Description Script File Script TypeOperation Timing andAgent Perform the following actions

from the ribbon to manage the spt profiles:

9 Createg Click theCreatebutton on the ribbon to create a scriptofile.

1 View Detailsc Select a previously created profile from the table, and then diekv
Detailson the ribbon. You can view all of the settings of the selected prafild click
Editto change the settings dfesired.

9 Editg Select a script profile and cliéiditon the ribbon to change the configurations for
the selected script profile. You can change the settings and thenQitk save the
modification, or clickCanceto exit without saving anghanges.

91 Deletec Select the script profile that you want to delete and clizdeteon the ribbon.
A confirmation window will pop up and ask whether you are sure that you want to
proceed with the deletion. ClidRKto delete the selected script profile, or cli€kancel
to return without deleting the selected script profile. If the script profile is currently
being added to a command profile, this script profile cannoddleted.

Configuring a Command Profile

Command Pradle allows users to select one or more script profiles and configure how to run the
selected script profiles. You can include a predefined command profile to perform the customized
features before or after the High Availability Synchronization, Failovdtaltback. To configure a
command profile, complete the steps below:

1. In theGroup Managetab, clickCustom Actioron ribbon. In theCustom Actiorinterface, click
the Command Profildab, and then cliciCreateto create a commangrofile.

2. In the popup window, enter a profile name and an optional description to @wnmand
Profile Namefield.

3. Should High Availability wait for the script to complete?The feature only works on the Agent
Scripts. Selectesto let High Availability wait fathe Agent scripts to complete. DocAve process
and the Agent script process will be executed according to the operation timing you have
selected, and DocAve process will continue after the dedined Agent script is complete.
SelectNoto execute the Agetrscript at the operation timing you selected in the script profile.
High Availability will add a message to the job report that indicates the script process Htatus.
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the status of the script in the job report &ipped which means the script execution is not
completed, High Availability will not interfere the operation of the script until it finishes.

4. Session Time Ou If you selectedresin step 3 above, designate a session tiow value. The
script process will end automatically if it is not finished inglssion.

5. Processing Commandd o execute the included scripts in sequential, seBaquential To
execute tke included scripts in parallel, selé&trallel

*Note: If you selecEequentialas the way to run the scripts, you can define the order of the
scripts being executed in tHerdercolumn of thelist of Scripts to Rutable.

6. Add Script Profile;Select one or more script profiles in the table on the left. Click the Add to
GroupE\) button to add it or them to the table on the right. Click the del#%) button to
remove the selected script profiles from trable.

7. To create a new script profile for this command profile, clickGneate a new script profiléink.
Configure the script profile settings, and then saveptdile.

8. ClickSaveto save the configuration to the command profile. Clzdncelo return to the
command profile managin@ble.

Managing Command Profiles

For the created command profiles, you can manage them orCimtom Actiorwindow. In theGroup
Managertab, clickCustom Actionn the Settingsgroup. TheCustom Actiorwindow appears. All of #
previouslycreated command profiles are displayed in the main display pane. If you are already on the
Custom Actioninterface, clickCommand Profileon the ribbon to display all of the previously created
command profiles. In this interface, you can chatige number of command profiles displayed per
page. To change the number of the command profiles displayed per page, select the desired number
from the Show rowsdrop-down menu in the lower righhand corner. To sort the command profiles,

click the columrheading such aBrofile Name Description andType Perform the following actions

from the ribbon to manage the command profiles:

1 Createg Click theCreatebutton on the ribbon to create a commaipdofile.

91 View Detailsg Select a previously created pileffrom the table, and then clickiew
Detailson the ribbon. You can view all of the settings of the selected profile, and click
Editto change the settings desired.

9 Edit¢ Select a command profile and cliglliton the ribbon to change the
configurations for the selected profile. You can change the settings and the®#liok
save the modification, or clidBanceko exit without saving anghanges.

91 Deletec¢ Select the command profile that you want to delete alidkDeleteon the
ribbon. A confirmation window will pop up and ask whether you are sure that you want
to proceed with the deletion. ClicRKto delete the selected command profile, or click
Cancelo return without deleting the selected command profilké the command profile
is currently being used in a High Availability group, this command profile cannot be
deleted.
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Configuring Cache Setting

Cache Setting allows you to customize the location to store the necessary cache files used for mapping
Connector devices and performing Log Shipping Fallback.

About Connector Cache Setting

Connector cache profile allows you to configure a local pathldN@ path to store the SQLite database
file that is used for Connector device mapping.

Configuring a Connector Cache Setting Profile

To configure a Connector cache profile, complete the steps below:

1. IntheGroup Managetab, clickCache Settingn the rilbon. In theCache Settingnterface,
click theConnector Cache Settirtgb, and then cliciCreateto create a Connector caclpeofile.

2. In the popup window, enter the profile name and an optional description to BrefileName
field.

3. Temporary Bufferg Canfigure a local path or a UNC path to store the cache data used for
Connector device mapping. Select thacal Patroption or theUNC Patloption.

*Note: For SQL Server Cluster environment, you must use UNC path.

1 Local Patlg Select an Agent from the dregiown list, and then enter a local path on
that Agent to store the cachdata.

1 UNC Patlg Enter the UNC path. Select an existing managed account profile from the
drop-down list or click thiNew Managed Account Profilenk to create a new managed
account profile for accessing the UNC path. For details on creating a new managed
account profile, refer tcControlPanel Referenc&uide

4. ClickSaveto save the configurations to this profile, or cli¢cincel

Managing Connector Cache Setting Profiles

You can manage created Connector cache profiles vi€#uohe Settingvindow. In theGroup Manager

tab, clickCache Stting in the Settingsgroup. TheCache Settingnterface appears. All of the previously
created Connector cache profiles are displayed in the main display pane. If you are alread{Canhhe
Settinginterface, view all of the previously created Conneatache profiles under th€onnector Cache
Settingtab. In this interface, you can change the number of profiles displayed per page. To change the
number of the profiles displayed per page, select the desired number frorShiog/ rowsdrop-down

menu in thelower righthand corner. To sort the profiles, click the column heading suétrafde

Name Description Temporary Buffer andAgent Perform the following actions from the ribbon to
manage the cachprofiles:

9 Createc Click theCreatebutton on the rbbon to create a Connector cacpefile.
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9 View Detailsg Select a previously created profile from the table, and then diekv
Detailson the ribbon. You can view all of the settings of the selected profile, and click
Editto change the settigs ifdesired.

9 Editg Select a profile and clidkditon the ribbon to change the configurations for the
selected profile. You can change the settings and then @likio save the modification,
or clickCancelo exit without saving any changes. Note that if you changed the location
when editing a Connector cache profile, the cache data stored in the previous location
will be transferred to the newly configured location while saving the modifications to
the profile.

91 Deletec Select the profile that you want to delete and cl@&lete on the ribbon. A
confirmation window will pop up and ask whether you are sure that you want to
proceed with the deletion. CliadRKto delete the selected profile, or cli€kanceko
return without deleting the selected profile. If the profile is currently being used in a
High Availability group, this profile cannot theleted.

About Log Shipping Cache Setting

Log Shipping cache profile allows you to designate an Agent to store the temporary log backup files for
Log Shipping Fallback.

Configuring a Log Shipping Cache Profile

To configure a Log Shipping cache profile, complete the steps below:

1.

In the Group Manayertab, clickCache Settingn the ribbon. In theCache Settingnterface,
click theLog Shipping Cache Settitap, and then cliciCreateto create a Log Shipping cache
profile.

In the popup window, enter the profile name and an optional descriptionthte ProfileName
field.

Agent¢ Select an Agent from the dregiown list to store the Log Shipping cache data. The
Agents that already have cache setting configured will not be displayed in theddreplist.

Temporary Bufferg Configure a local path or@NC path to store the cache data used for the
LogShipping.

91 Local Pattoption ¢ Enter a local path on that Agent to store the cadaéa.

1 UNC Patloption ¢ Enter the UNC path. Select an existing managed account profile from
the drop-down list or click théNew Managed Account Profilenk to create a new
managed account profile for accessing the UNC path. For details on creating a new
managed account profile, refer Bontrol Panel Referencguide

ClickSaveto save the configurations to this profile, or cli€&ncel
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Managing Log Shipping Cache Profiles

You can manage Log Shipping cache profiles vi@#lohe Settingvindow. In theGroup Managetab,
clickCache Settingn the Settingsgroup. TheCache Settingnterface appears. All of the Connector
cache profiles are displayed in the main display pane. Clickdaheshipping Cache Settitap on the
ribbon to display all of the Ldghipping cache profiles.

In this interface, you can change the number of profiles displayed per page. To change the number of
the profiles displayed per page, select the desired number fronSth@wv rowsdrop-down menu in the
lower righthand corner. To sbthe profiles, click the column heading suchRasfile Name

Description Temporary Buffer andAgent To manage the profiles use the following actions from the
ribbon:

1 Createc Click theCreatebutton on the ribbon to create profile.

1 View Detailsg Slect a profile from the table, and then cligkew Detailson the ribbon.
You can view all of the settings of the selected profile, and Elitiko change the
settings ifdesired.

9 Editg Select a profile and clidkditon the ribbon to change the configations for the
selected cache profile. You can change the settings and therQititk save the
madification, or clickCanceto exit without saving any changes. Note that if you edited
a Log Shipping cache profile, the cache data stored in the preldcation will be
transferred to the newly configured location while saving the modifications to the
profile.

1 Deletec Select the profile that you want to delete and cl&lete on the ribbon. A
confirmation window will pop up and ask if you are sure tyaw want to proceed with
the deletion. If the profile currently being used in a High Availability group is deleted,
the Fallback job wifhil.
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Configuring a High Availability Group

The High Availability Group feature provides an integrategard/form interface for creating and
editing High Availability mode and settings for High Availability functions such-&c&me
Synchronization, Failover, and Fallback.

*Note: If this is your first time creating a High Availability Group, or you think you would benefit from
descriptions of each group component, AvePoint recommends you use Wizard Mode.

Using Wizard Mode to Create a Single Farm Mode High
Availability Group

Use Single farm mode when you want to ensure the availability of a single SharePoint farm. AvePoint
recommends adding the source Configuration database and Central Administration database to the High
Availability Group.

The Wizard Mode provides you withegtby-step guidance on how to configure a new group. To
configure a Single Farm mode High Availability group using Wizard Mode, complete the following steps:

*Note: A red* in the user interface indicates a mandatory field or step.

1. *Enter aGroup Nameandoptional Description if desired. Clickiext

2. TheGeneral Settinginterface appears, where you can select thigh Availability Mode Sync
Method, and configure the setting for Synchronization, Failover,Faiithack.

a. High Availability Modeg Choose théHigh Availability Mode to use according to your
environment. In this condition, sele8ingle farmoption.

b. Sync Methodg Select theSQL MirroringAlwaysOn Availability GroupLog Shippingor
Platform Backup Log Shippirfigom the sync method droplown lid. See below for
more information on the four Syrdethods.

0 Log Shippingerforms replication at the log level. The Log Shipping method
sends transaction log backups from a primary database on a primary server
instance to the secondary databases on separate secondary server instances.
High Availability improved the data transfegic of Log Shipping Failover and
Fallback in DocAve 6 Service Pack 5. For details, refaptoving Performance
of Log Shippingallback

*Note: The Log Shipping sync method supports protecting the databases in
AlwaysOn Availability Group for High Availability.

*Note: If the selected node has been included in a Platform Backup plan with
the Use DocAve Platform Backup and Restore as the only bpekathod for
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SharePoint databaseption selected, it cannot be added to the High Availability
Group with Log Shipping method.

0 SQL Mirroringperforms a replication at the transaction level. SQL Mirroring is
implemented on a pedatabase basis ahworks only with databases that use
the full recovery model. The SQL Mirroring method creates endpoints in both
the production server and the standby server by Windows Authentication
(default) or DocAve certificate. If you use SQL Mirroring as the sytimod)e/ou
must select a sync modasynchronousor Synchronoudor performing the
High Availability Synchronization. For more detailed information, refer to
Database Mirroring OperatgModes

A Asynchronous In Asynchronousmode, a higkperformance mode, the
production environment can commit transactions withoutiemmediate
response from the standbgnvironment.

A Synchronous In Synchronousnode, a higksafety mode, the
production enwronment will wait for an immediate response from the
standbyenvironment.

*Note: If the endpoint is created by certificate when setting up the SQL
Mirroring relationship, a login witbocAveas the prefix of the login name will
be created in the SQL Serve

*Note: If you use SQL Mirroring as the High Availability Sync Method to
synchronize a large number of databases, DocAve High Availability may only
synchronize some of the databases to the standby server. If this occurs, it is due
to limitations of yourSQL Server hardware. The factors that affect the overall
performance and limit the number of databases that can be mirrored on the
servers include:

A Amount of RAM available on the principal and miservers.

A Processing power of the principal and mirservers.

A Bandwidth available for the /0O subsystem on the principal and mirror
servers.

A Network bandwidth between the tweervers.

A Volume of transactions on the principal database that generate
transaction log records (that is, transactions that changedi@base in
anyway).

For more details on the issues above, see
http://support.microsoft.com/kb/2001270

o AlwaysOn Availability Groupintroduced in SQL Server 2012 as an enterprise
level alternative to SQL Mirroring, maximizes the availability of a set of user
databases for an enterprise. An availability group supports a failover
environment for a discrete set of user databases, knasawvailability
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databases, which failover together. An availability group supports a set of read
write primary databases and one or several sets of corresponding secondary
databases. Optionally, secondary databases can be made availabdadanly
access and/or some backup operations.

*Note: When using the AlwaysOn Availability Group as the sync method to
create a High Availability Single farm mode group, you must add all of the
databases in the production farm to the same AlwaysOn AvisiilaGroup and
create a SQL Alias to point to the listener name after performing Failover.

o Platform Backup Log Shippimerforms a replication based on Platform Backup
job data. This High Availability sync method collaborates with the Platform
Backup function to replicate backup data to the destination. This method
requires users to have Platform Backup data for the setbmdenponents.

c. Would you like to include Storage Optimization datgZ”hoose whether or not to
include the Storage Manager BLOB data or Connector BLOB data in this group for High
Availability configuration. If you select ti@nnector BLOB Dataption, youare
required to choose the way in which Connector BLOB data is synchronized. If you want
to synchronize the Connector BLOB data using DocAve High Availability, selésethe
High Availability to synchronize Connector BLOB dapdion. If you prefer to usgour
own way for Connector BLOB data synchronization, deselect this option. In this case,
after each Synchronization, you must go to the Connector cache location designated in
the selected Connector cache profile, find the SQLite database file with ngappin
information, and place the Connector BLOB data in the proper location according to the
recorded mappingnformation.

*Note: Only when theStorage Manager BLOB DataConnector BLOB Dataption is
selected, can the associated stub databases of the camtatabases be displayed in the
tree.

*Note: High Availability jobs do not support automatically transferring Storage Manager
BLOB data. Therefore, you must manually copy the Storage Manager BLOB data to the
mapped destination physical devices after eadajph-HAvailability job.

After the High Availability Failover job completes, the newly added Storage Manager
BLOB data will at first be written to the device designated in Storage Manager rules; if
this write fails, the BLOB data will be written to the mappégsical device that is
designated in the High Availability group. Make sure that the BLOB data in the mapped
device will be transferred to the production physical device after Fallback.

*Note: High Availability only supports the Connector BLOB datadiara Net Share or
NFS device.

*Note: Since the Synchronization jobRiatform Backup Log Shippingethod
synchronizes the Connector BLOB data in the production environment directly, instead
of using the Platform Backup data, you must minimize the jtdrvwal between the
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Platform Backup job and the High Availability Synchronization job to make sure the data
consistency.

*Note: If the Agent account does not have Full Control permission to the standby Web
application where the Connector litnias reside, the High Availability Fallback job may
fail to load the Connector data from the standby farm and will not fallback the
Connector data.

d. Production Farny;, Select the SharePoint farm from the drdpwnlist.

e. Production Agent Grou Select a production Agent group from the dedpwn list for
load balancing and joperformance.

f. Failover Methodcg Select the failovemethod:

o If you selected.og Shippingr Platform Backup Log Shippiras theSync
Method, only theSQL Aliasnethod isavailable.

o If you selectedsQL Mirroringas theSync Method you can select th8QL Alias
method orSharePoint Failover Servenethod from the dropdown list. If you
selected theSharePoint Failover Servenethod, DocAve will use the failover
server configred in the SharePoint environment for the mirrorégtabases.

*Note: TheSharePoint Failover Servés available only if you select&QL
Mirroring as theSync Method

o0 If you selected thélwaysOn Availability Groups theSync Method the
AlwaysOn Avadbility Groupis available. An availability group fails over at the
level of an availabilityeplica.

g. Failover Optiong; Select your desired failoveption:

o If you selected5QL Mirroringas theSync Methodand SQL Aliass theFailover
Method, the Keep SQ mirroring relationshipoption is selected by default to
keep the SQL mirroring session in the eventdikaster.

o If you select.og Shippin@s theSync Methodand SQL Aliass theFailover
Method, you can select thKeep database in readnly mode to gerform a
one-way Failoveroption to perform a oneway Failover with reagnly standby
environment. If you want to perform a Fallback after the amay Failover, you
must manually set the status of the standby databasewional.

o If you selectedPlatform Backup Log Shippirags theSync Methodand SQL Alias
as theFailover Method you can select thKeep database in readnly mode
option to keep the secondary database in reauly mode.

o If you selected.og Shippin@s theSync Methodand SQL Aliass theFailover
Method, you can select thBerform an incremental synchronization jdiefore
Failoveroption to run an incremental synchronization job before the Failover to
minimize the data loss, however, the performance of Failover job will be
affected.
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Selecting thd?erform an incremental synchronization job before Failover
option will enable theSnapshot Retention Policsettings. Refer to the
instructions below to configure Snapshot Retention Policy settings:

A Enter the maximum number of snapshots you wish to retain into the
text box. By default, the number 8. It is not recommended that this
value is larger thaG4.

A ClickAdvanced Settingo further customize the threshold policy.
Define which policy DocAve High Availability will apply while the
amount of snapshots on your device exceeds the enteadae.

- Skip the incremental synchronization job and do nothing to
the oldest snapshotand joc¢ KS OdzNNBy i I NP dzLJQ &
incremental synchronization job will be skipped, and all of the
snapshots ar&ept.

- Delete the earliest snapshot of this group and start the new

jobc¢ KS OdzNNBy(d 3INRAZLIQa 2f RSad ayl L

from the storage, and a new job for the current graiprts.

*Note: If you are using Microsoft SQL Cluster and you seled®énform an
incremental synchronization job before Failoveption forthe High Availability
group, AvePoint recommends using the same UNC patheimporary Bufferof
each Agent installed on the nodes of SQL Cluster, which is configured through
Control Paneb Agent Monitor > Configure Otherwise, the Log Shipping
Fallbackob may not be able to get the incremental synchronization data from
the temporary location.

h. Log Shipping Fallback OptiogsThis field is only available for th®g Shippingnethod.
The Log Shipping Fallback operation will rename the original produciiabase, and
you can choose to keep or delete the renamed original production database after
Fallback job ifinished.

*Note: If you have enough free disk space, AvePoint recommends selectikgdpe
the renamed original production database after the Hadick job has completedption
in case that the data resynchronized from standby farm has errors contained.

i. Connector Data Fallback OptiomsThis field is only available when you select to include
the Connector BLOB data of the selected components intgthap. You can choose
whether or not to fallback the Connector data from the standby farm to production
while performing the Fallbagkb.

j- SelectNext. TheAdd to Groupinterfaceappears.

3. IntheAdd to Groupinterface, select from the farm tree the SharePoint components to add to
this High Availability Group. Refer to tAeding SharePoint Components to a Gréapmore
information. For detailed information on which SharePointngmnents are supported iBingle
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farm mode High Availability, s@gpendix A: SharePoint Components Supported for High
Availability

4. Connector Device Mapping This field is only ailable when you have selected to synchronize
the Connector BLOB data. You must configure the mapping settings to map the production
physical device that contains Connector BLOB data to the standby physical device while adding
the components to theroup.

1 All of the configured physical device mappings are displayed in the table obaigt

1 Select a Connector cache profile from the diaigwvn list, or create a new one to store
the SQLite database file used for the Connector device mapping. For details on creating
a Connector cache profile, refer @onfiguring &onnector Cache SettiRgofile

1 The Agent you select in thdd to Groupstep used to execute the synchronization of
the Connector BLOB data is displayed as the defadnt.

9 The standby physical device selected in At to Groupstep is displayed asé
default standby physicalevice.

You can change them as desired in this field. The mapping information will be recorded and
updated in a SQLite database file under the cache location specified in the selected Connector
cache profile.

5. SQL Alias SettingsIf you setSQL Aliass theFailover Method you are required to configure
the SQL Alias Setting3 o configure the SQL Alias settings, complete the follostéams:

a. Clickeditunder thePort column to edit the port for the SQlias.

b. In the popup window, theDynamically determine porbption is selected by default.
With this option selected, you can use the SQL Browser to determine the port
dynamically. Also, you can deselect hgnamically determine porbption and enter
an integerinto the Porttext box to specify a port for the S@lias.

c. ClickSaveto save the configuration. Cli€kanceto go back without saving ashanges.

6. SharePoint Server SettingsSelect the SharePoint servers from the table, and the SQL Alias will
be creatd on your selected SharePoint Servers separately when running a fgdlover

*Note: DocAve recommends selecting all of the SharePoint servers listed in the table to make
sure that the SQL Alias information can be added to all of the SharePoint seryeus farm.

7. Throttle Controlg Select a throttle control profile from the dregown list to define the data
transfer rate during working hours and nevorking hours. You can cliskewto go to the
Throttle Controlinterface to view the selected throttle control profile. For detailed information
on throttle control profile, refer toAbout ThrottleControl

8. Custom Actiorg Select a command profile to run the scripts you selected. Salpotviously
created command profile from the dregiown list, and click th¥iewlink to view the detailed
settings of the selected command profile. Also, you can create a new command profile by
selectingNew Command Profilérom the dropdown list. For d&ils on custom actions, refer to
About CustonAction
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9. Schedule Selectiog Define whether or not to configure a custom schedule to run the
synchronizationobs.

1 No schedule; If you select this option, you are required to manually run the
synchronizationobs.

1 Configure the schedule mysetfif you select this option, you are required to configure
the custom schedule settings for the synchronization jobs. @lickScheduldo set up
a schedule. Thadd Schedulenterface appears. Select a type of the recurring
synchronization job. The twagptions arelnitialize/ReinitializeandSynchronize

o Initialize/Reinitialize¢ Synchronize all of the selected data from the production
environment to the standby environment. Designate the start time for this type
of synchronization job in thRange of Raarencefield. Clicksave and then
this schedule will display in the table. Cli¢anceko go back to theAdvanced
Settingspage.

0 Synchronize; Synchronize data changes between production database and
standby database based on the data stored in the paiithn databases at the
scheduled time. Enter an integer into the interval text box in $ubedule
Settingsfield, and selecMinutes, Hours Days Weeks or Months. The data
changes will be synchronized based on this schedule. Select the time range of
the job occurrence in thRange of Recurrendéeld. Designate a start time that
cannot be earlier than the current time, and then designate when to stop
synchronize the data in thgroup.

*Note: If you select th&&QL Mirroringor AlwaysOn Availability Groups the
Sync Methodn the Single farmmode, this schedule option will only take effect
when you select thénclude Newcheckbox in theAdd to Groupdata tree and
there are newly added databases in the selected nodes. Otherthise,
scheduled jobs will run, but synchronize nothing.

A No end datec Select this option to synchronize the data changes from
the production database to the standby database until you stop it
manually.

A End after _ occurrences Select this option to have thitype of
synchronization job stop after the defined occurrence that you
configured in the texbox.

A End byg Select this option to define the exact date and time for the
data changes stopped being synchronized. If desired, you can change
the time zone bylicking the current time zone link to select tesired
one.

10. Natification ¢ You can select a previously created notification profile from the dtown list, or
you can click the New Notification Profile link to create a new notification profile. Failelet
instructions, refer to thddocAve 6 Control Panel Reference Gu@ickviewto view the
information of the notificatiorprofile.

11. SelectNext. ThePre-Scaninterfaceappears.
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12. SelectScanto scan the environment for the requirements that need to be met before running a
synchronization job. Or you can skip this step, save the group configurations, and then run the
Pre-Scan jobdr this group irDashboard.

13. SelectNext. TheOverviewinterface appears. You can Sel&dlitin the field that you want to
modify, and then you are brought to the wizard to make ychanges.

14. Selectrinishafter you have confirmed your configurations. S¢lE€anceto go back tdhe
Group Manager interface without saving ashyanges.

DocAve 6: High Availabil



Using Wizard Mode to Create a Standby Farm Mode High
Availability Group

Use Standby farm mode to ensure the availability by using a standby farm to synchronize the SharePoint
components between one SharePoint instance and your disaster recovery (DR) instance. In order to
accomplish this, a secondary farm must be configureti @iDocAve High Availability Agent installed.

Standby farm mode requires you to select the production farm and the standby farm respectively. After
a failover, you need to use the port of the standby Web application/service application to access the
databese.

Wizard Mode provides you with stdpy-step guidance on how to configure a new group. Follow the
instructions below to configure a Standby farm mode High Availability group using Wizard Mode.

*Note: A red* in the user interface indicates a mandatoigidl or step.

1. *Enter aGroup Nameand optionalDescription SeleciNext.

2. TheGeneral Settinginterface appears, where you will select the High Availability Mode, Sync
Method, and configure the general settings for Synchronization, FailoveFaliéck.

a. High Availability Modeg Choose which High Availability Mode you are about to use
according to your environment. In this condition, sel8tndby farmoption.

b. Sync Methodg Select theSQL MirroringAlwaysOn Availability GroupLog Shippingor
Platform Backup Log Shippingom the Sync Methoddrop-down list. Refer to the
instructions below for more information on the four Syviethods.

o Log Shippingerforms replication at the log level. Log Shipping method sends
transaction log backups from a primary database on a primary server instance
to one or more secondary databases on separate secondary server instances.
High Availability improved the data tafer logic of Log Shipping Failover and
Fallback in DocAve 6 Service Pack 5. For details, refaptoving Performance
of Log Shippingallback

*Note: If the selected node has been includadii Platform Backup plan with

the Use DocAve Platform Backup and Restore as the only backup method for
SharePoint databaseption selected, it cannot be added to the High Availability
Group with Log Shipping method.

0 SQL Mirroringperforms a replication athe transaction level. SQL Mirroring is
implemented on a pedatabase basis and works only with databases that use
the full recovery model. The SQL Mirroring method creates endpoints in both
the production and standby servers by Windows AuthenticationgidéY or by
DocAve certificate. If you use SQL Mirroring as the sync method, you must select
a sync modeAsynchronousor Synchronoudor performing the High Availability
Synchronization. For more detailed information, refeatabase Mirroring
OperatingModes
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A Asynchronouss In Asynchronousmode, a higkperformance mode, the
production environmentan commit transactions without ammediate
response from the standbgnvironment.

A Synchronous In Synchronousnode, a higksafety mode, the
production environment will wait for an immediate response frtiva
standbyenvironment.

*Note: If you use SQL Mirroring as the High Availability Sync Method to
synchronize a large number of databases, DocAve High Availability may only
synchronize some of the databases to the standby server. If this occurs, it is due
to limitations of your SQL Semvhardware. The factors that affect the overall
performance and limit the number of databases that can be mirrored on the
servers include:

A Amount of RAM available on the principal and miservers.

A Processing power of the principal and mirservers.

A Bandwidth available for the /O subsystem on the principal mirdor
servers.

A Network bandwidth between the tweervers.

A Volume of transactions on the principal database that generate
transaction log records (that is, transactions that change the database in
anyway).

For more details on the issues above, see
http:// support.microsoft.com/kb/2001270

0 AlwaysOn Availability Groupintroduced in SQL Server 2012 as an enterprise
level alternative to SQL Mirroring, maximizes the availability of a set of user
database for an enterprise. An availability group supportslavier
environment for a discrete set of user databases, known as availability
databases, which failover together. An availability group supports a set of read
write primary databases and one to four sets of corresponding secondary
databases. Optionallyesondary databases can be made available for 1aalgl
access and/or some backoperations.

You can add more than one standby farm for the production farm if you create a
Standby farm mode High Availability group using AlwaysOn Availability Group
sync mehod.

*Note: DocAve recommends not applying the SQL Mirroring method and the
AlwaysOn Availability Group method on the same SQL instance.

o Platform Backup Log Shippimerforms a replication based on the data of the
Platform Backup jobs. This High Availabgiync method collaborates with the
Platform Backup function to replicate the backup data of the selected
components to the destination. This method requires users to have Platform
Backup data of the selected componeptgpared.
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c. Would you Ike to make the standby environment readnly? ¢ If you want to make the
standby environment readable, select tBmable reaebnly view after synchronization
option. Consider the following issues when configuringdpison:

o If you are about to synchrorézhe content database with BLOB data and
related stub database together to the standby farm with ready view
enabled, make sure the Agent account to start the
SP2010StorageOptimizationService.gx®cess or
SP2013StorageOptimizationService.gx@cess has sufficient permissions in
the following scenarios before performing the synchronizagidn

A If the Agent account in the standby farm is a different user in the same
domain as the Agent account in the production farm, the Agent account
in the standby farm must have ttdb_ownerrole in the production
stub database, in order to make sure the stapditub files are
readable.

A If the Agent account in the standby farm is in a different domain as the
Agent account of the production farm, it is recommended making the
domain in the production farm trusted by the domain in the standby
farm and granting thé\gent account in the standby farm ticdky_owner
role in the production stub database. Otherwise, the Agent account in
the standby farm must have th®ysadminrole to the standby SQL
instance, in order to make sure the standby stub filesreaglable.

o If youhave selected the SQL Mirroring sync method and your system is currently
under I/OGheavy load, reagnly view for SQL Mirroring method may take longer
than expected and have an impact on the transaction throughput for your
system.

o If you have selected thalwaysOn Availability Group as the sync method,
DocAve will automatically set tHeeadable secondargption in the SQL Server
for the secondary replicas of the AlwaysOn Availability GroewFor details
on selecting a standby farm and a secondanylicapn AlwaysOn Availability
Group for reaebnly view, refer taClick Next to go tthe Advanced Settings
step.

0 Secondary Replica for ReddnlyView.

*Note: Afterthe synchronization for SharePoint 2010 environment, the standby

site collection will appear as reawrite, but it is actually readnly. Although the

Database Rea®nlyLINE LIS NIi &8 NotJBEJISH KB REGBOI-AS Aa | C
only in the AlwaysOn Availdity Group Secondary Replica.

o If you design this group for maintenance purpose, AvePoint strongly
recommends selecting thEnable reaeonly view after synchronizatioroption,
in case that any service application database in Mirroring session or AlwaysOn
Availability Group may fail the upgrade amgintenance.

0 By default, the service applications in the group with HEreable readonly view
after synchronizationoption selected will not be created in the standhym
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for implementing warm stanigly after synchronization. If you want to make the
service application accessible after synchronization in the standby farm, refer to
Defining Warm Standby Behavior of Service Applicafiondetails to change

the warm standly behavior of service applications.

*Note: The service application can only be synchronized to standby
environment once, since the service application databases synchronized to the
standby environment in this case is normal. If you want to perform the
Synchronization for the service applicatidnghis group again, you must
manually delete the service application from the standby farm.

d. Would you like to include Storage Optimization datgZhoose whether or not to
include the Storage Manager BLOB data or Connector BLOB data of the selected
components in this group for High Availability configuration, and choose whether or not
to automatically enable the EBS/RBS setting during Failovétdatandby content
database.

*Note: Only when theStorage Manager BLOB DataConnector BLOB Dataption is
selected, can the associated stub databases of the content databases be displayed in the
tree.

0 Storage Manager BLOB Dat&elect theStorage Manger BLOB Dataption
to include the Storage Manager BLOB data into the synchronization. The
Automatically enable EBS/RBS during Failogption appears and it is selected
by default.

*Note: High Availability jobs do not support automatically transferrit@gegje
Manager BLOB data. Therefore, you must manually copy the Storage Manager
BLOB data to the mapped destination physical devices after each High
Availability job.

After the High Availability Failover job completes, the newly added Storage
Manager BLOBata will at first be written to the device designated in Storage
Manager rules; if this write fails, the BLOB data will be written to the mapped
physical device that is designated in the High Availability group. Make sure that
the BLOB data in the mappelvice will be transferred to the production

physical device after Fallback.

0 Connector BLOB DataSelect theConnector BLOB Dataption to include the
Connector BLOB Data into the synchronization. You must select whether or not
to use High Availabilityotsynchronize Connector BLOB data, which will allow
DocAve High Availability to perform the synchronization of BLOB data. If you
prefer to use your own way to synchronize Connector BLOB data, deselect this
option. In this case, after each Synchronizatipoy must go to the Connector
cache location designated in the selected Connector cache profile, find the
SQLite database file with mapping information updated, and place the
Connector BLOB data in the proper location according to the recorded mapping
information.
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*Note: High Availability only supports the Connector BLOB data stored in a Net
Share or NFS device.

*Note: Since the Synchronization jobRiatform Backup Log Shippimgethod
synchronizes the Connector BLOB data in the productioir@mment directly,
instead of using the Platform Backup data, you must minimize the job interval
between the Platform Backup job and the High Availability Synchronization job
to make sure the data consistency.

*Note: If the Agent account does not have Full Control permission to the
standby Web application containing the Connector libraries, the High
Availability Fallback job may fail to load the Connector data from the standby
farm and cannot fallback the Connectaatd from the standby farm to the
production.

o0 Automatically enable EBS/RBS during Failog&Ehoose whether to
automatically enable EBS/RBS in the standby environment during Failover. With
this option selected, if the production farm has EBS enabled, tBeséBings
will be enabled in the standby farm during Failover. If the production content
database has RBS enabled, the RBS settings will be enabled for the standby
content database during Failover; however, the standby content database with
RBS enabled Wiot be kept in reagbnlymode.

e. Production Farnt, Select the production farm that you want to perform the High
Availability from the drogdown list.

f. Production Agent Groug Select a production Agent group from the drdpwn list for
load balancing anap performance.

g. Standby Farng Select the Standby farm from the dr@jmwn list as yowish.

h. Standby Agent Groug Select a standby Agent group from the drdgwn list for load
balancing and job performandmprovement.

i.  *Note: If you selecAlwaysOn Availallity Group as the sync method, the
Standby Farm and Standby Agent Grofigld will appear, instead of the
Standby Farnfield andStandby Agent Groufield. You can add more than one
standby farm for the High Availability of your business. Follow the $telosv
to add multiple standby farms: Cliékdd a Standby Farrheneath the table on
the right side. A row will be added to thable.

ii. Selecta standby farm from the dragpwn list under theStandby Farntolumn,
and then select an Agent group for this standby farm to execute the High
Availability jobs. You can clighew to view the details of the selected Agent

group, or click the delet#%) button to remove thisecord.

iii. Repeat the steps above to add mplé standbyarms.
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i. Failover Optiong; Select the desired failover options according to 8yc Methodyou
selected.

(0]

Bring production database offling DocAve will bring the primary databases
offline and bring the secondary database online once aftefdhever.

*Note: This option does not support service application databases.

Keep SQL mirroring relationshipDocAve will keep the SQL mirroring sessn
the event of a disaster. This option is specific for the SQL Mirrorétigod.

Keep database in readnly modec DocAve will keep the database in readly
status to the secondary database. This option is specific for Platform Backup Log
Shippingmethod.

Keep database in readnly mode to perform a onaevay Failoverc DocAve will
perform a oneway Log Shipping Failover and keep the standby databases in
read-only mode. If you want to perform a Fallback after the Failover, you must
manually set the stats of the standby databases to normal. This option is
specific for the Log Shippingethod.

*Note: This option does not support the service application databases.

*Note: If you have selected theog Shippingnethod and theKeep database in
read-only modeoption for the High Availability group and you want to keep the
changes in both of the production farm and standby farm after the Failover,
make sure you remove the schedules for the replication group and disable the
connection in Distributed File SysteDHS) Management.

If you select thd.og Shippings theSync Method you can select thBerform
an incremental synchronization job before Failoveption to minimize the data
loss, but the performance of Failover job willdféected.

Selecting thé?erform an incremental synchronization job before Failover
option will enable theSnapshot Retention Policgettings. Refer to the
instructions below to configure the Snapshot Retention Policy settings:

A Enter the maximum number of snapshots you wish to retain into the
text box. By default, the number 8. It is not recommended that this
value be larger thab4.

A ClickAdvanced Settingso further customize the threshold policy.
Define which policy DocAwdigh Availability will apply if the amount of
shapshots on your device exceeds the enteraldie.

- Skip the incremental synchronization job and do nothing to
the oldest snapshotand jolg¢ KS OdzNNBy i I NP dzLIQ &
incremental synchronization job will be sggd, and all of the
snapshots ar&ept.
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3.

- Delete theAearIivest snap§hot of this group and start the new
jobc¢ KS OdzZNNBy G 3INRdJzZLIQa 2f RSad
from the storage, and a new job for the current graiprts.

*Note: If you are using Microsoft SQL Cluster and you seled®énform an
incremental synchronization job before Failoveption forthe High Availability
group, AvePoint recommends configuring the same UNC pafhefiomporary
Buffer of each Agent installed on the nodes of SQL Cluster, which is configured
through Control Paneb Agent Monitor > Configure Otherwise, the Log

Shipping F#back job may not be able to get the incremental synchronization
data from the temporary location.

j- Log Shipping Fallback OptiogsThis field is only available for th@&g Shippingnethod.
The Log Shipping Fallback operation will rename the original ptiotdudatabase, and
you can choose to keep or delete the renamed original production database after
Fallback job ifinished.

*Note: If you have enough free disk space, AvePoint recommends selectikgdme
the renamed original production database after ¢hFallback job has completegption
in case that the data resynchronized from standby farm has errors contained.

k. Connector Data Fallback OptiomsThis field is only available when you select to include
the Connector BLOB data of the selected components into the group. You can choose
whether or not to fallback the Connector data from the standby farm to the production
while performing the Fallbagkb.

I. ClickNext. TheAdd to Groupinterfaceappears.

In the Add to Groupinterface, select from the farm tree the SharePoint components to add to
this High Availability Group. ReferAalding SharePoint Components to a Gréoipmore
information. For detailed information on which SharePoint components are supported in
Standby farm mode High Availability, s&gpendix A: SharePoint Components Supported for

HighAvaihbility.

*Note: DocAve High Availability cannot synchronize the Partition Mode setting of the service
application to the standby environment. If your added service application is in Partition Mode,
The service application will be synchronized to the stgnelfivironment without the Partition
Mode setting.

ClickNextto go to theAdvanced Settingstep.

Secondary Replica for Reddnly Viewc This field is only available when you have selected the
Enable readonly view after synchronizatioroption for having reaebnly standby farms after
Synchronizatiofob.

a. ClickAdd a Standby Farno add a record for the standby farm that you want to make it
read-only after the synchronization. The AlwaysOn Availability Groups where the
SharePoint databases the standby farm are included will bsted.
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b. Select a secondary replica of the AlwaysOn Availability Group. Synchronization job will
set theReadable secondargption to Yesin SQL Server to make the selected secondary
replicasread-only.

*Note: The selected secondary replica will be used as the primary replica after Failover
by default, and it cannot be changed.

You can click the Dele#%) button to remove the record if you do not want that standby farm
to be readonly afterSynchronization.

6. Connector Device Mapping This field is only available when you have selected to synchronize
the Connector BLOB data. You must configure the mapping settings to map the production
physical device that contains Connector BLOB data tattdnedby physical device while adding
the components to theroup.

1 All of the configured physical device mappings are displayed in the table obaigét

9 Select a Connector cache profile from the didgown list, or create a new one to store
the SQLite datbase file used for the Connector device mapping. For details on creating
a Connector cache profile, refer @onfiguring a Connector Cache Setkngfile

1 The Agent that you selected in tiheld to Groupstep, which is used to execute the
synchronization of the Connector BLOB data, is displayed as the djeunit.

9 The standby physical device selected in Aul to Groupstep is displayed as the
default standby physicalevice.

You can change the deviceapping settings as desired in this field. The mapping information
will be recorded and updated in a SQLite database file under the cache location specified in the
selected Connector cache profile.

7. Throttle Controlg Select a throttle control profile fromhe dropdown list to define the job
running speed during the working hours and Asarking hours. You can cliskewto go to the
Throttle Controlinterface to view the selected throttle control profile. For detailed information
on throttle control profile refer to About ThrottleControl

8. Custom Actiorg Select a command profile to run the scripts as you desired. Select a previously
created command profile from the dregiown list, and you can click thdew link to view the
detailed settings of the selected command profile. Also, you can create a new command profile
by selectingqNew Command Profilérom the dropdown list. For details on custom actions, refer
to About CustormAction

9. Schedule Selectiog Define whether or not to configure a custom schedule to run the
synchronizationobs.

*Note: For the Log Shipping and Platform Backup Log Shipping sync methods, it is
recommended to configure the synchronization schedules to keep étebdises in sync.

1 No schedule; If you select this option, you are required to manually run the
synchronization jobs based on tlgoup.
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1 Configure the schedule mysetfif you select this option, you are required to configure
the custom schedule settings for the synchronization jobs. @lickScheduldo set up
a schedule. Thadd Schedulenterface appears. Selecttgpe of the recurring
synchronization job. The two options drétialize/ReinitializeandSynchronize

o Initialize/Reinitialize It will replicate the entire data from the production
server to the standby server. Designate the start time for this type of
synchronization job in th®ange of Recurrendgeld. ClickOK and then this
schedule will display in the table. Clicknceto go back to theAdvanced
Settingspage.

0 Synchronize It will make the data changes synchronous between production
database and standby database based on the data stored in the production
databases at the scheduled time. Enter an integer between 1 an@%io the
interval text box in theschedule SettingBeld, and select biHours Days
Weeks or Months. The data changes will be synchronized based on this
schedule. Select the time range of the job occurrence irRhege of
Recurrencdield. Designata start time earlier that the current time, and then
designate when to stop synchronize the data in grisup.

A No end datec Select this option to synchronize the data changes from
the production database tthe stand by database until yostopit
manualy.

A End after _ occurrencesSelect this option to have this type of
synchronization job stop after the defined occurrence that you
configured in the texbox.

A End byc Select this option to define the exact date and time for the
data changes stopped being synchronized. If desired, you can change
the time zone by clicking the current time zone link to selectiwred
one.

10. Natification ¢ You can select a previouslyeated notification profile from the drojlown list, or
you can click the New Notification Profile link to create a new notification profile. For detailed
instructions, refer to thedocAve 6 Control Panel Reference Gudickviewto view the
information of the notificatiorprofile.

11. SelectNext. ThePre-Scaninterfaceappears.

12. SelectScanto scan the environment for the requirements that need to be met before running a
synchronization job. Or you can skip this step, save the group configurations, and go to the
Dashboardo run the PreScarjob.

13. SelectNext. TheOverviewinterface appears.d can selecEditin the field that you want to
modify, and then you are brought to the wizard to make ychanges.

14. Selectrinishafter you have confirmed your configurations. Sel€anceto go back tehe
Group Manager interface without saving ahenges.
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Using Form Mode to Create a High Availability Group

Form Mode is recommended for users who are familiar with creating High Availability Groups. To create
a High Availability Group in Form Mode, clégtoup Manager Create>Form Mode Refer to theUsing
Wizard Mode to Create a Single Farm Mode High Availability Gooising Wizard Mode to Create a
Standby Farm lide High Availability Groujr detailed information on the configurable options.
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Adding SharePoint Components to a Group

Refer to the section below for more information on how to add the SharePoint components to a High
Availability group according to different sync methods.

SQL Mirroring, Log Shipping, and Platform Backup Log Shipping

To add SharePoint components to a Highailability Group using the SQL Mirroring, Log Shipping, or
Platform Backup Log Shipping Sync Methods, complete the following steps:

1.

Click the farm node to load the tree, or click thetionsbutton to chooseShow selected nodes

or Show all nodegrom the drop-down list. You can also enter the keyword of the desired nodes
into the text box on top of the farm tree. Click the magnifying g”¥$o search the nodes
according to the keyword yadesignate.

Select the desired nodes and then select &dd to Grougbutton.
*Note: The databases with the status of Mirroring, Ré€aaly, Restoring, or Standby Re@dly
will be grayed out on the tree and unable to be selected.

*Note: Optionally, you can add any desired databases in the SQL Servers to tlwwfaponent
tree and then add them to the group to achieve the High Availability function. For more
instructions, refer toAdding Custom Databases to a Group

If you are selecting databases, you must enter and tesDt@stination SQL instanceEnter the
destination SQL instance name into the text box. Qledkt After a successful test, the default
location for data files and log files will be displayed inDlaabase Locatioffield. You can
customize the database locati@snecessary.

*Note: If you want to use a shared path or file share path as the database location, change the
logon user of the SQL VSS Writer Service to domain account. In addition, make sure the logon
user (domain account) has the following two permissio

1 Read and Write permissions to the shared path/file sheté.

1 Permissions required by the Agent accounts configured on SQL Server for the
corresponding synmethod.

*Note: If you have selected the SQL Mirroring method and selected the option to make the
standby environment readnly after synchronization, thBatabase Snapshot Locatidield will
appear with the default locations provided. You can configure the locatmstore the
database snapshot. Make sure the version of the entered SQL Server/Instance support the
database snapshot feature. For details, refer to the Microsoft TechNet artidkeatures
Supported by the Editions of SOL Server 20HMh Availability

Customize the path for storirte standby database and databasepshot.

*Note: Database snapshot is the key to the ready view of the standby environment. The
database snapshots created by DocAve High Availability are named
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éDatabaseName_JobID_HASnapshot ¢ KS RI GF o6l aS ayl LJAK2G A& dzLRI
Availability Synchronization job schedule in order to keep the snapshot daia-date. The

database snapshot in the standby farm is similar to the production database, but it includes the

stub relded information of the production database. The stubs in the standby farm can be

accessed too, but in reaohly format. AvePoint recommends not storing database snapshots in

the same volume as the database location.

5. If you selected to synchronize the StgeaManager BLOB data, you must configure the settings
in the Standby Physical Devideld. The device types of the physical devices configured in
DocAve Manager Control Panel that contain BLOB data are all listedDetiee Typeolumn
of the table inthe right pane. For each device type listed in the table, select a standby physical
device with the same device type from the Standby Physical Devicedadrap list. You can click
Viewto view the details of your selected physical device. Also, you caotd&w Physical
Devicefrom the dropdown list to create a new physical device in the Control Panel. For details
on creating a physical device, refer@ocAve 6 Control Panel Refere@gde

*Note: If you add thdnclude Newnode under the Web application into the High Availability

group, the physical device that is created after saving the group whose device type does not
have standby physicdevice configured in the group will not be included in the

Synchronization. To include the Storage Manager BLOB data that is stored in the physical device
whose device type has no standby physical device configured in the current group, you must
edit the goup and edit the settings for thimclude Newnode. In the window for editing settings

of Include New the newly discovered device type will be displayed uridlevice Typeolumn.

Select a standby physical device in the same device type for mapping poodpleysical

devices of this device type and save the configuration. The settings will be applied to all of the
content databases under the same Web application, that is, the selected standby physical device
will be used by default if any content databaseder the same Web application has configured

to use physical device in this device type to store Storage ManagerdatzDB

6. If you selected to synchronize the Connector BLOB data, you must configure the settiegs in
Standby Agent and Physical Devias Connector BLOB Dafeeld.

a. Select an Agent to execute the Connector BLOB synchronization and process the newly
added Connectodata.

*Note: ForSingle farmHigh Availability mode, AvePoint recommends using the Agent
with SharePoint Web frorénd server installed in the production farm to execute jobs

or selecting an Agent installed on the server that is not in this production farm. For
Standby farmHigh Avaability mode, AvePoint recommends using an Agent that is not
affected by the Failover job and not included in either production farm or standby farm.

b. Select a standby physical device from the ddmpvn list for mapping the Connector
BLOB data in the prodtion farm. You can clickiewto go to theStorage Configuration
interface to view the details of your selected physical device. Also, you can Nelgct
Physical Devicéom the dropdown list to create a new physical device in @antrol
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Panel. For details on creating a physical device, ref@doAve 6 Control Panel
Reference Guide

*Note: The selected Agent and standby physical device will be used by default to map the newly
added Connector data of the production environment.

ClickSaveto save the configurations and go back to thed to Groupstep. CliciCanceto go
back to theAdd to Groupstep without saving any configurations.

The selected nodes displays in the table. You can perform the follawiiogs:

1 Click the settingG) button besides the node name to edit the destinatsattings.

*Note: If you have selected to synchronize the Storage Manager BLOB data for the
selected components and configured the standby physical devic&tHredby Physical
Devicefield will appear. Thifield will display the selected standby physical device for
each production physical device. You can choose to change the standby physical device
to the physical device of your existing BLOB storage.

f Click the delete’) button on theDeletecolumn headeto remove all of the added

nodes from the group or click the dele#%) button next to the corresponding node to
remove the node from the High Availabil®roup.

*Note: If there are Web applications or service applications in the selected nodes for the
Standby farm mode High Availability Group, AvePoint recommends that you view and configure
the settings of the standby Web applications or service applications firstdgtu go to the

next step.

AlwaysOn Availability Group

To add the SharePoint components to High Availability Group using the Sync Method of AlwaysOn
Availability Group, complete the following steps:

1. Click the farm node to load the tree, or click thetionsbutton to chooseShow selected nodes

3.

or Show all nodegrom the dropdown list. As well, you can enter the keyword of the desired
nodes into the text box on top of the farm tree. Click the magnifying ¢23dsutton to search
the nodes according to thikeyword youlesignate.

Select the desired nodes and then select #ud to Groupbutton. You are brought to an
interface to configure the AlwaysOn Availability Group settings for the SQL instahee of
selectednodes.

*Note: Optionally, you can add any SQL Server databases to the farm component tree and then
add them to the group. For more instructions on adding custom databases to group, refer to
Adding Custom Databases to a Group

All of thecorresponding databases of the selected nodes in this SQL instance displays in the
Databasedield. Select an existing AlwaysOn Availability Group fronAtivaysOn Availability
Groupdrop-down ist.
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4. From the table to the right of th&econdry Replicas for Synchronizatidield, select one or
more secondary availability replicas as the synchronization destinations. You ca&ocifidure
under theFile Locatiorcolumn to edit the location for storing the database files of the
correspondingeplica.

5. Choose a replica from therimary Replica for Failovatrop-down list as the primary replica to
host the primary database after the failover. This field is only availab8ifgle farmmode
High AvailabilityGroup.

6. Enter the availability group listener name into tAgailability Group Listenetext box for the
connectivity of the availabilitgroup.

1 InSingle farmmode configurations, you can enter the SQL Alias or IP address of the
listener into the texbox.

1 InStandby farmmode configurations, you will not configure the Availability Group
Listener and this field will not appear on timerface.

7. If you selected to synchronize the Storage Manager BLOB data, you must configure the settings
in the Standby Physical Désefield. The device types of the production physical devices that
contain BLOB data are all listed in fhevice Typeolumn of the table in the right pane. For
each device type listed in the table, select a standby physical device with the same gpeice t
from the Standby Physical Deviarop-down list. You can clickiewto go to theStorage
Configurationinterface to view the details of your selected physical device. Also, you can select
New Physical Devicftom the dropdown list to create a new phical device in the Control
Panel. For details on creating a physical device, refBromAve 6 Control Panel Reference
Guide

*Note: If you add thdnclude Newnode under the Web application into the High Availability
group, the physical device that is created aftawving the group whose device type does not

have the standby physical device configured in the group will not be included in the
Synchronization. To include the Storage Manager BLOB data that is stored in the physical device
whose device type has no stamgphysical device configured in the current group, you must

edit the group and edit the settings for theclude Newnode. In the window for editing settings

of Include New the newly discovered device type will be displayed undebeice Type
column.Select a standby physical device in the same device type for this device type and save
the configuration. The settings will be applied to all of the content databases under the same
Web application, that is, the selected standby physical device will ket mgeefault if any

content database under the same Web application has been configured to use the physical
device in this device type to store Storage Manager BlaD

8. If you selected to synchronize the Connector BLOB data, you must configure thgsattile
Standby Agent and Physical Device for Connector BLOB it

a. Select an Agent to execute the Connector BLOB synchronization and store the SQLite
databasefile.

*Note: For Single farm High Availability mode, AvePoint recommends using the Agent
with SharePoint Web froa¢nd server installed in the production farm to execute jobs
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or selecting an Agent installed on the server that is not in this production farm. For
Standby farm High Availability mode, AvePoint recommends using an Agent that is not
affected by the Failover job and not included in either production farm or standhy. fa

b. Select a standby physical device from the ddmpvn list for mapping the Connector
BLOB data in the production farm. You can dfigw to view the details of your
selected physical device. Also, you can séleat Physical Devickom the dropdown
list to create a new physical device in the Control Panel. For details on creating a
physical device, refer tbocAve 6 Control Panel Refereiede.

*Note: The selected Agent and standby physical device will be used by default to map the newly
added Connector physical device of the production environment.

9. SelectSaveto save the configurations and go back to thed to Groupinterface SelectCancé
to go back to theAdd to Groupinterface without saving any changes.

10. The selected nodes displays in the table. You can perform the follawiiogs:

1 Click the settingD) button besides the node name to edit the destinatsattings.

*Note: If you have selected to synchronize the Storage Manager BLOB data for the
selected components and configure the standby physical devic&tdredby Physical
Devicefield will appear. This field will display the selected standby physical device for
eachproduction physical device. You can choose to change the standby physical device
to the physical device of your existing BLOB storage.

| Click the delete/®) button on theDelete column header to remove all of the added

nodes from the group or click the dé¢e#*) button next to the corresponding node to
remove the corresponding node from the High Availab@itgup.

*Note: If there are Web applications or service applications in the selected nodes for the
Standby farm mode High Availability Group, AvePoiobnemends that you view and configure
the settings of the standby Web applications or service applications first before you go to the
next step. In addition, if you have added multiple standby farms into this group, check and
configure the Web applicatioretings and service application settings in each standby farm.

Adding Custom Databases to a Group

To implement High Availability functions in the SQL Server databases ep#ntydapplications, but not
part of your SharePoint component hierarchy, you can useCitom Databaseode to add the
database to the farm component tree in order to syncheanihe database to the standby environment
during the High Availability Synchronization job.

*Note: The databases in the status of Mirroring, R€aaly, Restoring, or Standby Re@dly are not
supported being added to the group and will not be displayetthéndatabase tree.

To add custom databases to the farm component tree, complete the following steps:
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In the expanded farm component tree, click thkanagebutton beside theCustomDatabase
node. TheCustom Databaswindow appears.

Click theCustom Databasz: Custom Datsbase ) pytton to display the SQL servers that have
DocAve Agent installed. Click the Agent name to load all of thenS@hces.

Clickthe SQlinstancenameto displayall of the databaseghat residein the SQLlinstance.
Select the desired databases to add to the farm compotrest
ClickSaveto save your tree selection arit.

In the farm component tree, the databases you selected are displayed und€ustem
Databasenode.
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Managing Groups

Use Group Manager to manage High Availability groups. After launching the DocAve High Availability
interface, clicksroup Managemnext to theHometab. In theGroup Mangelinterface, all of the
previously created groups are displayed in the main display pane.

In this interface, you can change the number of the groups displayed per page. To change the number of
the groups displayed per page, select the desired number fronstim@v rowsdrop-down menu in the

lower righthand corner. To sort the groups, click the column heading suGr@agp Name Description
Production FarmHigh Availability Mode Sync Method Failover Method andLast Modified Time

Perform the following adbns in theGroup Manageinterface:

1 Createc Click theCreatebutton on the ribbon and then choose to create a group in the
wizard mode or forrmode.

1 View Detailsc Click the group nhame or select a group and dfiigv Details The group
settings are displayed on thdew Detailsinterface. When you want to modify the
group settings, clickditon theribbon.

1 Editg Select a group and cliéditon the ribbon to change the configurations for the
selected group. You can modityet High Availability Group settings except ttigh
Availability Mode, Production FarmStandby FarmSync Method andFailover
Method. If you have run the synchronization job, failover job, or fallback job on the
group, the related settings of the Web application and database are not editable. If the
group includes the service applications with teable reaeonly view after
synchroniation option selected, and a Synchronization job has been run using this
group, the settings for the service applications in this group cannot be changed; if this
group does not have thEnable reaebnly view after synchronizatioroption selected,
the setlings of the service applications will be not allowed to change after Failover. You
can refer to the message under thast Action Statusolumn inDashboardo tell
whether the group has been run. If the group is currently being used to run a High
Availability job, this group cannot bedited.

91 Deletec Select the groups that you want to delete and cliedeteon the ribbon. A
confirmation window will pop up and ask whether you are sure that you want to
proceed with the deletion. ClidRKto delete the seleted groups, or clicanceto
return to the Group Manageinterface without deleting the selected groups. If the
group is currently being used to run a High Availability job, this group canrsiéed.

9 Throttle Control¢ ClickThrottle Controlto go o the Throttle Controlinterface. You can
manage the previously created throttle control profiles, or create a new throttle control
profile. For more information on Throttle Control, referAdout ThrottleControl

1 SOQL Instace Settings; ClickSQL Instance Settings configure the SQL instance
settings. For more information on SQL instance settings, ref€otdiguring a Master
Key Password for S@istance
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1 Job Monitor¢ ClickJob Monitorto go to theJob Monitorinterface. You can view the
status of the jobs. This is useful for monitoring jobs or troubleshooting for errors. For
more information on Job Monitor, refer tbocAve 6 Job Monitor ReferenGeiide
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About the Dashboard

The Dashboard interface provides a detailed view of the production farms, standby databases, High
Availability Groups, and High Availability jobs. You can perform High Availability jobs from the ribbon,
such as Pr&can, Synchronizatipiailover, Fallback, Maintenance Failover, and Maintenance Fallback.

To access thBashboardn the High Availabilitiomeinterface, clickbashboardon the ribbon. You can
view all of the previously created High Availability Groups, grouped by proddatims. Click the view
detailst2) button besides the group name to go to tkfeew Detailsinterface. You can view detailed
information of the group settings. Cliélditto modify the group settings, or cli€doseto return to the
Dashboardnterface.

In the Dashboardnterface, click the group name to show all of the SharePoint components added in the
group. There are four columns displayed in @shboardpane:Production Standby Last Action

Status andLast Action TimeTheLast Action Statushows the status of the last operation performed

on the database. To determine if the database is failoeady through itd_ast Action Statusrefer to
Distinguishing FailoveReady Databases on Dashbaafdelast ActionTimeshows the finish time of

the last action performed on theatabase.

You can select multiple groups together or select some components from the group to perform the High
Availability PreScan, Synchronization, Failover, or Fallback. It is stronglynreeaded that you add the
components in the same farm to the same group, in case the multiple processes lead to the failure of
jobs.

1 Pre-Scang AvePoint recommends performing a Psean job before synchronization.
Select the checkbox beside the desired nodes, and then you can Bedsfgtanon the
ribbon to check if the group can perform a synchronization job. Aympindow
appears to ask fotonfirmation. ClickOKto run a PreScan job for the selected nodes
based on the predefined prscan rules. ClioRancelo leave this popup window
without starting the PreScan job. For more information on the P3ean rules, refer to
Appendix B: Checking the PeearRules

9 Synchronizatiorng Synchronize the data from the production environment to the
disaster recovery environment. Select the checkbox ahead of the desired nodes, and
then you can selecdynchronizatioron the ribbon to make the data synchronous
between the production server and standbgrver.

*Note: You can force High Availability to perform Full Synchronization on Connector
data in each Synchronization job via modifying the configuration file. For detdés to
Forcing a Full Synchronization or Full Fallback on Conrigatar

9 Failoverg Switch to a standby disaster recovery environment upon the failure or
abnormal termination of the production environment. Select the cliokahead of the
desired nodes, and then you can selBailoveron the ribbon to enable the standby
server when the production server is down. If you select the groups AsivaysOn
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Availability Group method to run the Failover, DocAve HigdilAbility will failover the
included AlwaysOn Availability Group in the SQL Server.

*Note: AvePoint recommends refreshing the groups in the Dashboard before you
perform the High Availability Failover.

*Note: After you perform a Failover job, the synchronization schedule of the group will
be disabled, and the scheduled Synchronization jobs willlgpedafter the Failover
job is performed. Performing a Fallback job witereable the Synchronization schedul

1 Fallbackg Revert back to the production server when the production server is
recovered. Select the checkbox beside the desired nodes, and then you can select
Fallbackto synchronize the data from the standby server to the production server. If
you selet the groups using AlwaysOn Availability Group method to run the Fallback,
DocAve High Availability will fallback the included AlwaysOn Availability Group in the
SQLServer.

*Note: You can only perform a fallback to the production server after you pertbem
High Availability Failover job.

*Note: You can force High Availability to perform a Full Fallback on Connector data in
the Fallback job via modifying configuration file. For details, refémieing a Full
Synchronization or Full Fallback on Connector Data

9 Test Failover, Test if the standby farm is ready for Failover. You can get aoelyd
standby farm after the Tegailover.

*Note: Test Failover does not support service liggiions.

9 Stop Test Failover Roll back to the original status of the production farm atahdby
farm before performing the Tegailover.

*Note: The Test Failover job and Stop Test Failover job will disable the Synchronization
schedule settings of thgroups, skipping the Synchronization jobs. You can perform a

Pre{f Oy 2206 2NJ I {@yOKNRYAT Il GA2Yy 2206 G2 Syl o
settings, after the Stop Test Failover is completed.

For the purposes of upgrading and maintaining productiod standby farms, High Availability provides
Maintenance FailoveandMaintenance Fallbackor the Standby farm High Availability mode. To

perform Maintenance Failover or Maintenance Fallback, all of the Standby farm mode High Availability
groups createdor the same production farm must be selected.

1 Maintenance Failover; Switches to a standby environment during the maintenance of
the production farm. You can choose to haveeadonly standby environment or a
ReadWrite standby environment. By selectitige Readwrite option, Maintenance
Failover will bring the production database offline and enable users to read and write in
the standby environment while the production farm is upgrading onger
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maintenance. If it is your first time gperform Maintenance Failover, clitkaintenance
Tutorialson the ribbon of the Maintenance Failover window to learn more.

*Note: To ensure the successful update of the production SharePoint farm:

If the High Availability groups use SQL Mirroring, the Maintenance Failover job
will set the production service application databases to normal, and
Maintenance Fall back will skip these databases.

If the High Availability groups use the AlwaysOn Avaitial@lroup sync method,
the Maintenance Failover job forReadOnly standby environment will remove
the database from the new primary replica, and Maintenance Fallback will skip
these databases.

If the High Availability groups use the AlwaysOn Availaklioup sync method,
the Maintenance Failover job forReadWrite standby environment will

remove database from every replica, and Maintenance Fallback will skip these
databases.

1 Maintenance Fallback Reverts back to the production farm when maintenané¢he
production farm is finished. Before the upgrade and maintenance of a standby farm, a
Maintenance Fallback job must be performed after the maintenance of the production
farm. The Maintenance Fallback window displays the Maintenance Failover mode you
selected for a reaebnly or readwrite standby farm, and the change in that field is not
allowed. If you have performed a Maintenance Failover to produce awedd standby
environment, Maintenance Fallback will detach the standby content database and
attach the content database in the production environment allowing the new or
updated data to synchronize to the productitarm.

*Note: Maintenance Failover and Maintenance Fallback will disable the Synchronization schedule

settings of the groups, skippinge Synchronization jobs. You can perform a Synchronization job to
SylrofS INRAzIQa ae8yOKNRYAT lGA2y aOKSRdAZ S aSididay3aa:z
farm and standby farm.

Distinguishing FailoveReady Databases on Dashboard

In High Avaability Dashboard, all of the groups and components will be displayed with their last action
status and time. Through the Dashboard, you can see which High Availability operation is performed on
the database and when, and if the database is ready tooperfa Failover. For details on how to

distinguish the failoveready databases, refer to the table below.

Warm Standb Cold Standb .
Sync Method Database Statzs Database Sta‘ZJs Last Action Status Comment
SQL Mirroring| Mirroring Mirroring Synchronization Failover ready
Succeeded
Synchronization Skipped Failover ready
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Sync Method

Warm Standby
Database Status

Cold Standby
Database Status

Last Action Status

Comment

Restoring

Restoring

Does Not Exist

Does Not Exist

Synchronization Failed

Cannot failover

Cannot failover

AlwaysOn
Availability
Group

Synchronized

Synchronized

Synchronizing

Synchronizing

Synchronization
Succeeded

The status of
Synchronized or
Synchronizing
depends on the
Availability
Mode. For more
information,
refer to
Availability
Modes
(AlwaysOn
Availability
Groups)

Log Shipping

Standby/Read
Only

Restoring

Synchronization
Succeeded

Failover ready

Restoring

Restoring

Does Not Exist

Does Not Exist

Synchronization Failed

Does not
recommend
performing
failover. It might
cause data loss.

Cannot failover

Platform
Backup Log
Shipping

Standby/Read
Only

Restoring

Synchronization
Succeeded

Failover ready

Restoring

Restoring

Does Not Exist

Does Not Exist

Synchronization Failed

Does not
recommend
performing
failover. It might
cause data loss.

Cannot failover
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High Availability for Specific Farm Components or
Scenarios

Refer to the section below for details on using High Availability for carrying out specific farm
components:

1 Protectng Connector BLOB Data with Hghailability
9 Protecting Storage Manager BLOB data with Kiggilability

9 Building up a Rea®nly or ReadWrite Standby Farm for the Maintenance of the
ProductionFarm

1 Enabling Rea®nly View for Standby Web Applications and Standby Service
Applications afteSynchronization

1 Improving Performance of Log Shippirailback

Protecting Connector BLOB Data with High Availability

This section introduces how to use High Availability to protect the Connector BLOB data in the
production farm.

Creating a Standby Farm Mode High Availability Group Using Wizard Mode

Complete the steps to create a High Availability group including Connector BLOB data:

1. IntheGroup Managetab, clickCreateon the ribbon and the seledizard Modefrom the
drop-down list.

2. Enter a group name and an optional description for the group you are creatingNEXtk
3. IntheGeneral Settingpage, configure the followirggttings:
1 High Availability Modeg SelectStandby farnmoption.
1 Sync Methodg Select theLog Shippingnethod from theSync Methoddrop-downlist.

T Would you like to make the standby environment reamhly? ¢ Select theEnable read
only view aftersynchronization

1 Would you like to include Storage Optimization datgSelect the Connector BLOB
Data option and choose whether or not to allow High Availability to synchronize the
Connector BLO@&ata.

0 Automatically enable EBS/RBS during Failog&hoose whether amot to
automatically enable EBS/RBS in the standby enmient duringailover.

9 Failover Optiong; Select thekeep database in readnly mode to perform a onavay
Failoveroption to perform a onevay Log Shipping Failover and keep the standby
databases in readnly mode.
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1 Log Shipping Fallback OptiogsTheDelete the renamed original production database
after the Fallback job has completeaption is selected bgefault.

1 Connector Data Fallback OptiomsSelect the~allback Connector dataption.

For more details on each img in this step, refer tdJsing Wizard Mode to Create a Standby
Farm Mode High Availability Group

ClickNext. TheAdd to Grouppageappears.

Expand the farm components tree, and select the Web application with Connector BLOB data.
The associated stub database will be automatically selected. Click the Add to )

button to add the selected Web application and stub database to the pigheé.

& 7 K

Commit

ﬂé ;| 3. Add to Group

Add nodes to the High Availability group. Nodes in the same group can share common settings for all synchronization, failover, and fallback options.

*1. Group Name ‘ }Si Actions ~ Node

4 [7@Farm(VM6710SQL13:SHAREPOINT_CONFIG35)

4 [[]CgFam
4[] Microsott int F ion Web

4. Advanced Settings [F]£=1 SharePoint - 3501

5. Pre-Scan [ 1 SharePoint - 3502
[7] [ SharePoint - 3503
4 | [7][ SharePoint - 3504
[¥][=] Include New
[#] || WSS_Content_3504(vM6710SQL13) |\
[][ SharePoint - 80 Add to Group

= Overview

[>>]

[] 3& Shared Services

4 [7]1}3 Stub Databases
E
[7]{Z] stub DB3504(ME710SQL13)

| stub DB3501(/M6710SQL13)

|& Custom Datsbases ~ Manage
2 out of 5 steps completed

| |

llw} Create a New Group

Figure 4: Adding the Web application with Connector BLOB data and stub database to the High
Availability group.
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6. An interface appears for configuring the standby SQL Instance, standby database location, and
standby Agent and physical devite Connector BLOdRata.

A REBB High Availability > Group Manager > Wizard Mode A User:admin - | B~

B X
s

| 3. Add to Group

Add nodes to the High Availability group. Nodes in the same group can share common settings for all synchronization, failover, and fallback options.

) configure the SQL instance settings for all of the selected nodes.

Destination SQL Instance

2 Specify a destination SQL instance for the data synchronization. Yo 6710sq]14\2eas Jest
5 @ Test Successfu

4. Advanced Settings

Data: | C:\Program Files\Microsoft SQL Server\MSSQL10_S0
Log: | C:\Program Files\Microsoft SQL Server\MSSQL10_50,

5. Pre-Scan

= Overview For a SQL Cluster

o store the data and logs of this SQL instance separately.
ronment, enter the available shared path of the SQL Cluster for the database location

Standby Agent and Physical Device for Connector BLOB Data Select a default Agent to receive and process newly added
Connector data:

Select an Agent to execute the BLOB data synchronization and select a standby physical device to map the source Connector BLOB .
data to. | vMe1105P39
Select a standby physical device:

standby connector -

2 out of 5 steps completed

[ Create a New Group Save

Figure 5: Configuring the settings for the components added to the High Availability group.

a. Enter the standby SQL Instance name into the text box in the Destination SQL Instance
field, and then clicRest

b. If testis successful, the default database location of the SQL Instance will be displayed in
the Database Locatiofield. You can change the database file location inDagabase
Locationfield.

*Note: If you want to use a shared path or file share pathtthe database location,
change the logon user of the SQL VSS Writer Service to the domain account.
Additionally, make sure the logon user (in this case, the domain account) has the
following permissions:

0 ReadandWrite permissions to the shared path file sharepath.

o0 Permissions required by the Agent accounts configured on SQL Server for the
corresponding synmethod.

c. IntheStandby Agent and Physical Device for Connector BLOB itk specify an
Agent to execute the Connector BLOB synchronization. AvePoint recommends selecting
an Agent that is not included in both of the production and starfdbys.

d. Select a standby physical device from the ddavn list for mapping the Connemt
BLOB data of the selected Web application. DocAve High Availability only supports the
Connector BLOB data stored in Net Share or NFS storage. You c¥ieglitkview the
details of your selected physical device. Also, yolselttNew Physical Deeefrom
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the drop-down list to create a new physical device in the Control Panel. For details on
creating a physical device, referBmcAve 6 Control Panel Reference Guide

*Note: The selected Agent and standby physical device will be used by default to map
the newly added Connector physical device of the production environment.

e. ClickSaveto save the configurations, and go back to thed to Grouppage.

7. ClickNextin the Add to Grouppage. ThéAdvanced Settingpageappears.

8. In theConnector Device Mappinfield, a table shows all of the Connector BLOB data mapping
settings. The productioservers with Connector BLOB data stored are displayed under the
Source Server with Connector BLO&Eumn. By default, the selected Agent is used to execute
the Connector BLOB synchronization for all of the listed production servers, and the selected
standly physical device is used for mapping all of the Connector BLOB data stored in the
production server. You can change the mapping settings in the table as desired. Beneath the
table, select a Connector cache profile from the ddmvn list, or create a newne to
designate a desired location for storing the SQLite database file used for Connector device
mapping. For details on creating a Connector cache profile, ref€ptdiguring a Connector
Cahe SettindProfile

9. Configure the Throttle Control, Custom Action, Schedule, and Notification settings. For details,
refer to Using Wizard Mode to Create a Standby Farm Mode High Avail&iviiix

10. ClickNext. ThePre-Scarinterfaceappears.

11. ClickNextto skip scanning the environment for the requirements that need to be met before
running a synchronization job using Log Shipping method. It is recommended to skip this step,
save the group configurations, and go to thashbard to run the PreScan job. For details on

Log Shipping precan rules, refer thogShipping
*Note: AvePoint does not recommend running F8ean job within the group creation wizard,
since the job will take a while to coripe.

12. In the Overviewinterface, you can sele@ditin the field that you want to modify and you are
brought to the corresponding step to make yalranges.

13. ClickFinishto exit the wizard and save the group. The group will be displayed iGthep
Manager interface. A message bar will appear informing you that the group has been
successfully created. You can click Ereshboardink on the message bar or navigatdHome
>Dashboardo access thé®ashboardnterface to perform a Synchronization job using the
created group.

Performing a Synchronization Job and Viewing the Standby Environment

To perform a Synchronization job using the group you created in the section above, complete the steps
below:

1. In theDashboardinterface, select the group and then cli8gnchronizatioron theribbon.
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2. After the Synchronization job is finished, log into the standby SQL Instance to view the status of
the standby databases. The standby databases atandby/ReadOnlystatus.

.r,< Microsoft SQL Server Management Studio

File Edit ‘“iew Project Debug Tools  Window  Community  Help

_.;I_Neruery L-tj T 'if[ﬁjﬂ} I:'ﬂ -_}H E@;

Connect ~ 1‘# 2 m 2] ‘3
= 16 st o QU

L3 System Databases

| Database Snapshots

[ 123y1z3

| | managed metadata service 37

| J MyDatabase

l_J SharePoint_aAdminContent_fOc?F3bb-666a-4db9-a03c-43balc251fc2
| J sharePoint_Config

| stub DE3S0L

[ stub DE3S04 (Standby | Read-Only)

| ) w35 _Contert_3501_5

[j WSS_Content_3504 (Standby f Read-Onlky)
| ws5S_Content_4701

[ Security

[ Server Objects

[ Replication

[ Managerment

[ 5L Server Agent

Figure 6: The status of the standby databases.

If the Use High Availabilitya Synchronize Connector BLOB dafation is not selected, High Availability
did not synchronize Connector BLOB data in the production server to the standby physical device, but
stored the mapping settings in the SQLite database. Complete the settings toetoanually copy and
paste the Connector BLOB data to the destination physical device according to the mapping settings:

1. Log into the Agent selected in the Connector cache profile, and then go to the path where to
store the SQLite databasie.

2. Find thefolder with the corresponding plan ID in themporary buffer
location HighAvailabilityConnector device mapping fildisectory.

3. Open theHAConnectorMapplng PlanID.dte.

S5 SQlite Database Browser - C\User\t
File Edit View Help

R~ =l o il AN AR
| Database Siucture ‘BmwseDala | Beaute SQL |

Table: | HAConnectorinfo E] m New Record Delete Record |

J SourcePhysicalDeviceld SourceServer  SourcePath DestPhysicalDeviceld DestServer | DestPath | Startl
1 Ta%5ec4-7520-4cc8-9692¢05707a5d052 | 10.2.67.35 \\10.2.67.35\c$\Blob\connector\3504\connector1 | acA4ab5{527-4fec-85¢2-08707181e34 | 10.261.174 NNIPARPENCIEE IR nEL TN IR ZRral: baeu it bRl et ‘

Figure 7: Viewing the data in the SQLite database.
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4. Find the mappig settings information and manually copy and paste the Connector BLOB data
from the production server to the standby physical device path displayed iDéiséPath
column. Besides, you can use the thparty tool, for example, Distributed File System (DFS).
For details on DFS, refer to tBastributed File Systemrticle on Microsft website.

5. After manually placing the Connector BLOB data into the standby physical device, access the site
collection in the standby farm. The Connector dataéi-only.

F-* connectorl - All Documents - Windows Internet Explorer

@"\) - I hittp:isp10cal0646: 3504 jsites/site 3504 connector L fFarms falDocument, aspx

< Favorites | 9% @] Suggested Sites @ | Web Slice Gallery +

t=r=] Sike Collection List Shared Documents - All Docu... connectorl - All Documents X

Lib

Documents Lib

site3504 » connectorl » All Documents

Home | subsitel

Libraries [T Type Harne Modified
Site Pages B 4w 10/25/2014 2:03 PM
Shared O t:

ared Hoeaments B 5 e +|10/25/2014 2103 P
connectord

View Properties
. send To 4

Lists
calendar Compliance Details
Tasks ,@ Manage Permissions
Discussions

Tearn Discussion

Figure 8: The Connector data in the standby site collection is realy.
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Performing a Failover Job and Viewing the Standby Environment

Complete the steps below to perform a Failover job:

1. IntheDashboardnterface, select the group that has successfully performed the
Synchronization job and then seld€tiloveron theribbon.

2. TheFailoverwindow appears. In this case, do not select Keep database in readnly mode
to perform a oneway Failoveroption. ClickOKto perform the Failover job. If you select the
Keep database in readnly mode to perform a onewvay Failoveroption, the status of the
standby databases will still Ii&tandby/ReadOnly, and the standby Web application will be
read-only. Ifthis option is not selected, the standby databases will be normal and the standby
Web application will be readrite, as showrbelow.

% Microsoft SQL Server Management Studio

File Edit ‘Wew Project Debug Tools window  Community  Help

Yy

= New Query | [0y | 0 5 | | (5 & |

Object Explorer

Cornect = 3 34 E ‘E

= | SQLOBRZ00646 (SQL Server 10,50,2500 - BASEtona)
= [

[ System Databases
| Database Snapshots
| 123v123
l_J managed metadata service 37
| J MyDatabase
l_J SharePaint_adminContent_f0c7Fabb-ao6a-4db9-a03c-43ba0c251Fcz
| | Shareraint_Config

—chub DEREQ]
stub DE3504 1
WSS_Conkent_3501_5
Wo5_Cankbenk_,

FHFEEEE

3 [ E3

| _ _
[ Security
[ Server Objects
[ Replication
[ Management
[ 5L Server Agert

Figure 9: Viewing the status of the standby databases.
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@‘.‘ = I http: ffsp10ca00646: 3504 sites/ site 3504 /connector 1 Farms fAlDocument, aspe

5\3 Favotites | {;5 £ | Suggested Sites = @ | wehb Slice Gallery *

conneckor] - All Documents X

ite3504 » connectorl » All Documents

Horne subsitel

Libraries I~ Type Marme Modified
Site Pages |‘_'j 4 EEHEw 10/29/2014 2:03 PM
sh d O it

are: ocurments ‘ﬂ 5 EEHEw ~ 10/29/2014 2:03 PM
connectarl

Wiew Properties

g Add new itern - .
E} Edit Properties

Lists i
lﬂ Edit Document
Calendar
Tasks Ly Check out
Send Ta L4
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Delete
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X @

& Recycle Bin

Figure 10: The Connector data in the standlite sollection is readwrite.

Performing a Fallback Job

In the Dashboardnterface, select the group that has successfully performed the Failover job. Click
Fallbackon the ribbon to perform a Fallback job. Additionally, you can choose whether or naitltadk
Connector data. After the Fallback job, both of the production and standby farm areaneted
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Protecting Storage Manager BLOB data with High Availability

This section introduces how to use High Availability to protect the Storagedéa® OB data in the
production farm.

Creating a Standby Farm Mode High Availability Group Using Wizard Mode

Complete the following steps to create a High Availability group that includes Storage Manager BLOB
data:

1. IntheGroup Managetab, clickCreateon the ribbon and the seledizard Modefrom the
drop-downlist.

2. Enter a group name and an optional description for the group you are creatingNEXtk
3. IntheGeneral Settingpage, configure the followinggttings:
1 High Availability Modeg SelectStandby farmoption.
1 Sync Methodg Select theLog Shippingnethod from theSync Methoddrop-downlist.

1 Would you like to make the standby environment reaahly? ¢ Select theEnable read
only view after synchronizatioroption to make the standby environmereadable
after the synchronization. The Storage Manager stubs in the standby farm will be
readable afteisynchronization.

1 Would you like to include Storage Optimization datgSelect theStorage Manager
BLOB Dataption.

o Automatically enable EBS/RBSiihg Failoverg Choose whether amot to
automatically enable EBS/RBS in the standby environment during Failover. It is
recommended to select this option to enable the EBS or RBS settings during
Failover.

9 Failover Optiong; Select thekeep database in rad&xonly mode to perform a onevay
Failoveroption to perform a onevay Log Shipping Failover and keep the standby
databases in readnlymode.

For more details on each setting in this step, refetging Wizard Mode to CreateStandby
Farm Mode High Availability Group

4. ClickNext TheAdd to Grouppageappears.
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5. Expand the farm components tree, and select the Web application with Storage Manager BLOB
data and the associated stub database will be automatically selected. Click the Godulip(
) button to add the selected Web application and stub database toittepane.

-7 X
; v
Back Next Cancel

Commit

i“ﬁ? | 3. Add to Group
"' Add nodes to the High Availability group. Nodes in the same group can share common settings for all synchronization, failover, and fallback options.

| Actions ~ Node

g 4 |7 Farm(VMB710SQL13:SHAREPOINT_CONFIG35)

A o ! 4 T#Farm

4 [F] ™ Microsort f ion Web
4 [¥][] SharePoint - 3501

4. Advanced Settings
5. Pre-Scan [¥] 7 Include New

= Overview [¥] [ 1 WSS_Content_3501_5("M6710SQL13)

[7] (1 SharePoint - 3502
| 7] SharePoint - 3503 r
= >> |

][] SharePoint - 2504
[71[1 SharePoint - 80 jr—

3£ Shared Services

&

4 [7]3= Stub Databases
7] %] stub DB3501(/MB710SQL13)

| &) Custom Databases ~ Manage

2 out of 5 steps completed

Figure 11: Adding the Web application with Storage Manager BLOB data and stub database to the High
Availability group.

6. An interface appears for configuring the standby SQL Instance, standby database location, and
standby physicalevice.

a. Enterthe standby SQL Instance name into the text box inDhstination SQLlnstance
field, and then clicH est

b. If testis successful, the default database location of the SQL Instance will be displayed in
the Database Locatiofield. You can change the datat®alocation, iflesired.

*Note: If you want to use a shared path or file share path as the database location,
change the logon user of the SQL VSS Writer Service to the domain account.
Additionally, make sure the logon user (in this case the domain accbastthe
following two permissions:

0 ReadandWrite permissions to the shared path or file shaagh.

o Permissions required by the Agent accounts configured on SQL Server for the
corresponding synmethod.

c. IntheStandby Physical Devideld, the storage types of the physical devices created in
the Control Panel are displayed under thevice Typeolumn. To map the Storage
Manager BLOB data that is stored in the production device, select a standby physical
device from the drogdown listfor each device type. You can cliglew to view the
details of your selected physical device. Also, yowselmttNew Physical DeviciEom
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the drop-down list to create a new physical device in the Control Panel. For details on
creating a pysical device, refer tbocAve 6 Control Panel Reference Guide

*Note: The selected standby physical device will, by default, be used to mayetiig
added Storage Manager physical device of the production environment according to the
device type.

Figure 12: Configuring settings for standby databases and standby physical device of Storage
Manager BLOB data.

d. ClickSaveto save the configuratias, and go back to thadd to Grouppage.

7. You can clickditnext to the database in the right pane to configure the settings for the standby
database.

8. In thePhysical Device Mappiniield, a table shows the SharePoint components containing the
Storage Maager BLOB data, the production physical device storing the Storage Manager BLOB
data, and the mapped standby physical device to store the Storage Manager BLOB data in the
standby farm. You can select another standby physical device from theddrap listfor
mapping the Storage Manager BLOB data in the corresponding production physical device. Click
Saveto save the configurations for the standbgtabase.

9. ClickNextin the Add to Grouppage. ThéAdvanced Settingpageappears.

10. Configure the Throttle Control, Custom Action, Schedule, and Notification settings. For details,
refer to Using Wizard Mode to Create a Standby Farm Mode High Avail&uiity

11. ClickNext. ThePre-Scaninterfaceappears.

12. ClickNextto skip scanning the environment for the requirements that need to be met before
running a synchronization job using Log Shipping method. It is recommended to skip this step,
save the group configurations, and go to thashboardto run the PreScan job. For details on

Log Shipping precan rules, refer thogShipping
*Note: AvePoint does not recommend running f&ean job within the group creation wizard,
since the job will take a while to complete.
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